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Abstract. The Schinzel Hypothesis is a conjecture about irreducible polynomials in one
variable over the integers: under some standard condition, they should assume in�nitely
many prime values at integers. We consider a relative version: if the polynomials are
relatively prime and no prime number divides all their values at integers, then they
assume relatively prime values at at least one integer. We extend the question to all
integral domains and prove it for a number of them: PIDs, UFDs containing an in�nite
�eld, polynomial rings over a UFD. Applications include a new �integral� version of the
Hilbert Irreducibility Theorem, for which the irreducibility conclusion is over the ring.

1. Introduction

The so-called Schinzel Hypothesis (H) was stated in [SS58]. Let P1, . . . , Ps ∈ Z[y] be s

polynomials, irreducible, of degree > 1 and satisfying this Assumption on Values:

(AV1) no prime number p ∈ Z divides all integers
∏s
i=1 Pi(m) with m ∈ Z.

Hypothesis (H) concludes that there are in�nitely manym ∈ Z such that P1(m), . . . , Ps(m)

are prime numbers. If true, the Schinzel Hypothesis would solve many classical problems

in number theory: the Twin Prime problem (take (P1, P2) = (y, y+ 2)), the in�niteness of

primes of the form m2 + 1 (take P1 = y2 + 1), etc. However it is wide open except for one

polynomial P1 of degree one, in which case it is the already profound Dirichlet theorem

about primes in an arithmetic progression.

We investigate the following relative version, which we raise for more general rings Z

than the ring Z of integers. Primes of Z, i.e. elements p ∈ Z such that the ideal pZ ⊂ Z

is a prime ideal, replace prime numbers; and we are interested in the weaker �relatively

prime� conclusion that P1(m),. . . ,Ps(m) have no common divisor in Z (other than units)1.

De�nition 1.1. Given an integral domain Z of fraction �eld Q, say that the relative Schinzel

Hypothesis holds for Z if the following is true. Let P1, . . . , Ps ∈ Z[y] be s > 2 nonzero

polynomials, with no common divisor in Q[y] and satisfying this Assumption on Values:

(AV2) no prime p of Z divides all elements P1(m), . . . , Ps(m) with m ∈ Z.
Then there exists m ∈ Z such that P1(m),. . . ,Ps(m) have no common divisor in Z.

All integral domains Z which we know have the property are collected below.
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Theorem 1.2. The relative Schinzel Hypothesis holds for Z in the following cases:

(a) Z is a Principal Ideal Domain (PID).

(b) Z is a Unique Factorization Domain (UFD) containing an in�nite �eld.

(c) Z is a polynomial ring R[u1, . . . , ur] (r > 1) over a UFD R.

Cases (a) and (b) are �easy� (see Section 2.2); for Z = Z, a special case of the property

with s = 2 already appears in Schinzel's paper [Sch59, Lemme]. Case (c) is more involved.

The strategy rests on [BDN19b], where the original Schinzel Hypothesis itself (suitably

generalized) is shown for polynomial rings R[u1, . . . , ur] over a UFD R with good �Hilber-

tian properties�. The Schinzel Hypothesis being stronger than the relative variant for these

rings (Proposition 3.4), the latter holds for them as well. Extending it to polynomial rings

over an arbitrary UFD is the remaining challenge and the purpose of Section 4.

Example 1.3. The ring Z is an example of (a) not satisfying (b) or (c). If k is an in�nite

�eld, rings k[[u1, . . . , ur]] of formal power series in r variables are examples of (b), but do

not satisfy (a) or (c) if r > 2. More generally, regular local rings, which are UFDs by

the Auslander-Buchsbaum theorem [AB59], are examples of (b) if they contain an in�nite

�eld. Polynomial rings Z[u1, . . . , ur] are examples of (c) not satisfying (a) or (b). The

trivial case that Z is a �eld is contained in (a).

In the three cases of Theorem 1.2, the ring Z is a UFD. It is the natural context for

the relative Schinzel Hypothesis (gcd exist, primes are exactly the irreducible elements,

Gauss's lemma is available, etc.). See however Remark 4.5 for a generalization of Theorem

1.2(c) with R not necessarily a UFD.

Problem 1.4. There remain rings of interest, even UFDs, for which the status of the relative

Schinzel Hypothesis is unclear, e.g. Fq[[u1, u2]] and Zp[[u]]. It would be nice to clarify these

cases. More generally, �nding an integral domain for which the relative Schinzel Hypothesis

fails, or, showing on the contrary that it always holds would be interesting.

Remark 1.5 (on Assumption on Values). Assumption (AV2) is obviously necessary for the

conclusion of the relative Schinzel Hypothesis to hold. (AV2) fails for example for Z = Z,
P1(y) = yp−y+p, P2(y) = yp−y with p a prime number: all values P1(m), P2(m) (m ∈ Z)
are divisible by p. (AV2) may also fail for polynomial rings Fq[u] in one variable over a

�nite �eld Fq. Take indeed P1(u, y) = yq − y + u, P2(u, y) = (yq − y)2 + u. For every

m(u) ∈ Fq[u], the constant term of m(u)q −m(u) is zero, so P1(u,m(u)) and P2(u,m(u))

are divisible by u. Also note that a necessary condition for (AV2) is that no prime of Z

divides P1, . . . , Ps (in Z[y]). The following statement is about the converse.

Addendum to Theorem 1.2. In the setup of De�nition 1.1, assume further that Z has

this residue property: its quotients by prime principal ideals are in�nite. Then (AV2) is

equivalent to P1, . . . , Ps having no common prime divisor in Z.

Lemma 3.3 shows further that the residue property holds in case (b) of Theorem 1.2, and

in case (c) unless Z = Fq[u]. Of course, the residue property fails for Z = Z.

We note that Theorem 1.2 with Z = Z (or [Sch59, Lemme]), combined with the Dirichlet

theorem, yields this mod N version of the Schinzel Hypothesis.

Corollary 1.6. Let P1(y), . . . , Ps(y) ∈ Z[y] be s polynomials (s > 1) satisfying Assump-

tion on Values (AV1). For every N ∈ N∗, there exist in�nitely many m ∈ Z such that

P1(m), . . . , Ps(m) are congruent modulo N to prime numbers not dividing N .
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Schinzel's goal in [Sch59] was to prove this mod N version of the Goldbach problem: for

every N ∈ N∗ and every even integer 2n, in�nitely many prime numbers p, q exist such

that 2n ≡ p+ q modulo N (from Corollary 1.6, just take (P1, P2) = (y, 2n− y)).

The following applications of Theorem 1.2 are newer: they are integral versions of

Hilbert's irreducibility theorem.

Theorem 1.7. Let P1(t, y), . . . , Ps(t, y) be s irreducible polynomials in Z[t, y] (s > 1), of

degree at least 1 in y and satisfying this assumption:

(AV3) no prime number p divides all polynomials
∏s
i=1 Pi(m, y) with m ∈ Z.

Then in�nitely many m ∈ Z exist such that P1(m, y), . . . , Ps(m, y) are irreducible in Z[y].

The classical Hilbert irreducibility theorem concludes that for in�nitely many m ∈ Z,
P1(m, y), . . . , Ps(m, y) are irreducible in Q[y], instead of Z[y]. The irreducibility is here

over the ring Z; equivalently, for each of the �good� m, Pi(m, y) is irreducible in Q[y] and

is primitive, i.e. its coe�cients have no common divisor in Z, i = 1, . . . , s.

Assumption (AV3) is obviously necessary in Theorem 1.7. It fails for example for s = 1

and P1 = (tp−t)y+(tp−t+p) with p a prime number. Excluded polynomials P1, . . . , Ps are

exactly those for which, for some prime p, one of the Pi lies in the ideal 〈tp− t, p〉 ⊂ Z[t, y].

Note further that the (excluded) case degy(P1) = . . . = degy(Ps) = 0 of Theorem 1.7 is

the original Schinzel Hypothesis.

Next statement is a variant of Theorem 1.7 with rings Z as in Theorem 1.2(c).

Theorem 1.8. Let Z be a polynomial ring R[u1, . . . , ur] (r > 1) over a UFD R, with

Z 6= Fq[u1]. Let P (t, y) be an irreducible polynomial in Z[t, y] of degree at least 1 in y.

Then in�nitely many m ∈ Z exist such that P (m, y) is irreducible in Z[y].

Here assumption (AV3) is automatically satis�ed (again by Lemma 3.3), but only one

polynomial is involved. Statements with several polynomials P1, . . . , Ps and avoiding as-

sumption (AV3) exist (for Z = Z or Z = R[u1, . . . , ur]), but then �m ∈ Z� should be

replaced by �m(y) ∈ Z[y]�: in�nitely many m(y) ∈ Z[y] exist such that P1(m(y), y),. . .,

Ps(m(y), y) are irreducible in Z[y]; see [BDN19b, Theorem 1.1] and Section 4 below.

Theorem 1.8 does not extend to case (b) of Theorem 1.2. Take Z = k[[u1, . . . , ur]] with

k an in�nite �eld. The �nal sentence of Theorem 1.8 is then not true in general. For r = 1,

it is not even true with Z and Z[y] replaced by Q and Q[y] [FJ08, Lemma 15.5.4], and for

r > 2, it is not with Z[y] replaced by Q[y] and �m ∈ Z� retained [FJ08, Example 15.5.6].

Theorem 1.7 and Theorem 1.8 will be proved with y replaced by a tuple y = (y1, . . . , yn)

of variables, thus o�ering irreducibility conclusions for in�nitely many �bers of irreducible

a�ne hypersurfaces over SpecZ[t].

The paper is organized as follows. Section 2 below develops the �natural approach�,

leading to cases (a) and (b) of Theorem 1.2 and its consequences, including Theorem

1.7 (in the more precise form given in Theorem 2.5). In Section 3, the original Schinzel

Hypothesis is extended to our general context and compared with the relative version; the

Addendum to Theorem 1.2 is also proved. Section 4 is devoted to the polynomial ring

situation and the second strategy, leading to case (c) of Theorem 1.2 and to Theorem 1.8.

2. The natural approach

In Section 2.1, we introduce a key parameter to the problem. We can then handle cases

(a) and (b) of Theorem 1.2 in Section 2.2. Theorem 1.7 is proved in Section 2.3.
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2.1. The parameter δ. Let Z be an integral domain with fraction �eld Q. Denote the

set of invertible elements of Z (also called units of Z) by Z×.

Let P1, . . . , Ps ∈ Z[y] be s nonzero polynomials (s > 2), with no common divisor in

Q[y]; equivalently, they have no common root in an algebraic closure of Q.

As Q[y] is a PID, we have
∑s

i=1 PiQ[y] = Q[y]. It follows that (
∑s

i=1 PiZ[y]) ∩ Z is a

nonzero ideal of Z. Fix a nonzero element δ in this ideal. Note that if s = 2, one can take

δ to be the resultant ρ = Res(P1, P2) (e.g. [Lan65, V �10]). In general, we have:

(1) V1(y)P1(y) + · · ·+ Vs(y)Ps(y) = δ

for some polynomials V1, . . . , Vs ∈ Z[y]. The same holds with y = m ∈ Z and so, for every

m ∈ Z, every common divisor of P1(m), . . . , Ps(m) divides δ.

If in addition Z is a PID, the set (
∑s

i=1 PiZ[y]) ∩ Z is a principal ideal of Z. In this

case we may and will pick δ to be a generator of this ideal.

Remark 2.1 (A periodicity property). For every m ∈ Z, denote the set of common divisors

of P1(m), . . . , Ps(m) by Dm. The function

m 7→ Dm (m ∈ Z)

has this periodicity property: for every m, ` ∈ Z, Dm = Dm+`δ. In particular, if Z is a

UFD and dm = gcd(P1(m), . . . , Ps(m)), we have dm = dm+`δ (m, ` ∈ Z).
This is observed by Frenkel and Pelikán in [FP17] in the special case (s = 2, Z = Z)

with δ replaced by the resultant ρ = Res(P1, P2). We adjust their argument2.

For every m, ` ∈ Z, we have Pi(m + `δ) ≡ Pi(m) (mod δ), i = 1, . . . , s. It follows

that the common divisors of P1(m), . . . , Ps(m), δ are the same as those of P1(m+ `δ),. . .,

Ps(m+ `δ), δ. As both the common divisors of P1(m), . . . , Ps(m) and those of P1(m+ `δ),

. . ., Ps(m+ `δ) divide δ, the conclusion Dm = Dm+`δ follows.

Remark 2.2 (on the set of �good� m). It follows from the periodicity property that the set,

say S, of m ∈ Z such that P1(m),. . . ,Ps(m) have no common divisor in Z is in�nite if it is

nonempty, and if Z is in�nite. The set S can nevertheless be of arbitrarily small density.

Take Z = Z, P1(y) = y, P2(y) = y + Πh, with Πh (h ∈ N) the product of primes in [1, h].

The set S consists of the integers which are prime to Πh. Its density is:
ϕ(Πh)

Πh
=

(
1− 1

2

)
· · ·
(

1− 1

ph

)
where ph is the h-th prime number and ϕ is the Euler function. The sequence ϕ(Πh)/Πh

tends to 0 when h→∞ (since the series
∑∞

h=0 1/ph diverges).

2.2. The �easy� part of Theorem 1.2. The proof of cases (a) and (b) of Theorem 1.2

rests on a common idea, which we develop below.

Proof of cases (a) and (b) of Theorem 1.2. Let Z be a UFD of fraction �eld Q and let

P1, . . . , Ps ∈ Z[y] be some nonzero polynomials, with no common divisor in Q[y] and

satisfying Assumption on Values (AV2). The main point is to construct an element m ∈ Z
such that no prime divisor of δ divides gcd(P1(m), . . . , Ps(m)). The conclusion then readily

follows: as we know that this gcd divides δ, it is 1, that is: P1(m), . . . , Ps(m) have no

common divisor in Z. The last two paragraphs of the proof explain how to construct such

an element m ∈ Z in both cases (a) and (b) of Theorem 1.2.

2Our parameter δ seems more appropriate in the situation of s > 2 polynomials, for which resultants are
not de�ned. Furthermore, even for s = 2, our version is a slight improvement since δ can be any element
of the ideal (

∑s
i=1 PiZ[y]) ∩ Z, in particular ρ. If Z is a PID, δ divides ρ, and δ 6= ρ in general.
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(a) Assume that Z is a PID. From Assumption (AV2), for every prime divisor p of δ, there

exists mp ∈ Z and ip ∈ {1, . . . , s} such that p does not divide Pip(mp). The Chinese

Remainder Theorem provides an element m ∈ Z such that m ≡ mp (mod p) for every

prime divisor p of δ. For these primes p, we have Pip(m) ≡ Pip(mp) (mod p). Hence no

prime divisor p of δ divides gcd(P1(m), . . . , Ps(m)).

(b) Assume that Z is a UFD containing an in�nite �eld k. From Assumption (AV2),

P1, . . . , Ps have no common prime divisor in Z. Thus, for every prime divisor p of δ in

Z, there is an index ip ∈ {1, . . . , s} such that P ip 6= 0 in (Z/pZ)[y]; here we denote by

P ip the polynomial obtained from Pip by reducing the coe�cients modulo p. As Z is a

UFD, the set of prime divisors p of δ in Z is �nite (modulo Z×). The list of corresponding

polynomials P ip is �nite as well. Since the �eld k ⊂ Z is in�nite, one can �nd in�nitely

many elements m ∈ k such that P ip(m) 6= 0 in Z/pZ for every prime divisor p of δ; here we

use the injectivity of the map k → Z/pZ; distinct elements in k remain distinct in Z/pZ.

Thus, for these m, no prime divisor p of δ divides Pip(m), and so no prime divisor p of δ

divides gcd(P1(m), . . . , Ps(m)). �

Remark 2.3 (A weak form of the relative Schinzel hypothesis). When Z is an arbitrary

UFD, the Artin-Whaples approximation theorem [Lan65, XII �1] can always be used in

the proof above, and provides an element m ∈ Q such that vp(m−mp) > 0 for each prime

divisor p of δ, where vp is the standard discrete valuation on Q associated to the prime p.

We then obtain the following, under Assumption (AV2):

(2) Let Sδ ⊂ Z be the multiplicative subset of elements of Z that are prime to δ. Then

there exists an element m in the fraction ring S−1δ Z such that P1(m), . . . , Ps(m) have no

common divisor in S−1δ Z.

Remark 2.4 (A stronger property in the PID case). If Z is a PID, the following property,

stronger than the relative Schinzel Hypothesis, can be shown. Consider the set D? of all

dm = gcd(P1(m), . . . , Ps(m)) with m ∈ Z. The set D?, which is �nite modulo Z× (since

all dm divide δ), is stable under gcd (i.e. if d, d′ ∈ D? then gcd(d, d′) ∈ D?). Thus the gcd
d? of all dm (m ∈ Z) is in D?. But d? is also the gcd of all values P1(m), . . . , Ps(m) with

m ∈ Z. So under Assumption (AV2), we have d? = 1, and �d? ∈ D?� means that there

exists m ∈ Z such that P1(m), . . . , Ps(m) have no common divisor in Z. The stability

property is detailed in [BDN19a], where other results on D?, e.g. an upper bound for the

element d?, are established.

Finally we prove our mod N version of the Schinzel Hypothesis (Corollary 1.6).

Proof of Corollary 1.6. Let P1(y), . . . , Ps(y) ∈ Z[y] be s polynomials (s > 1) and N > 0 be

an integer. Assume that no prime number divides
∏s
i=1 Pi(m) for every m ∈ Z. Consider

the two polynomials P1(y) =
∏
i=1,...,s Pi(y) and P2(y) = N . They are nonzero, have no

common divisor in Q[y], and satisfy Assumption (AV2). It follows from Theorem 1.2(a) (or

[Sch59, Lemme]) that there exist in�nitely many m ∈ Z such that P1(m) =
∏
i=1,...,s Pi(m)

and N have no common divisor. In particular, for such m, Pi(m) and N have no common

divisor for each i = 1, . . . , s, and so by the Dirichlet theorem, there exist prime numbers

pi not dividing N and such that Pi(m) ≡ pi (mod N). �

2.3. An integral version of Hilbert's irreducibility theorem. Theorem 2.5 below is

a more general version of Theorem 1.7: y is replaced by an n-tuple y = (y1, . . . , yn) of

variables (n > 1) and Z is replaced by the ring of integers Z of a number �eld Q of class
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number 1. The proof provides an explicit version: the �good� integers m can be taken to

be all the terms of an arithmetic progression (am+ b)m∈Z with a precisely described.

Let Z be the ring of integers of a number �eldQ. Given s polynomials P1(t, y), . . . , Ps(t, y)

irreducible in Z[t, y] (s > 1) and of degree > 1 in y, consider the set

HZ(P1, . . . , Ps) =

{
m ∈ Z

∣∣∣∣ Pi(m, y) irreducible in Z[y]

for each i = 1, . . . , s,

}
.

Call HZ(P1, . . . , Ps) an integral Hilbert subset of Z. In the classical de�nition, the ring Z

is replaced by the �eld Q: the Hilbert subset HQ(P1, . . . , Ps) is the set of all m ∈ Q such

that P1(m, y), . . . , Ps(m, y) are irreducible in Q[y]. For m to be in HZ(P1, . . . , Ps), m has

to be in Z and P1(m, y), . . . , Ps(m, y) should be irreducible in Z[y]. If Q is of class number

1 and so Z is a UFD, the latter is equivalent to P1(m, y), . . . , Ps(m, y) being irreducible in

Q[y] and primitive w.r.t. Z, i.e. its coe�cients have no common divisor in Z.

Theorem 2.5. Assume that the number �eld Q is of class number 1 (e.g. Q = Q). Let

HZ(P1, . . . , Ps) be an integral subset of Z. Assume in addition that, for P = P1 · · ·Ps,
(AV3) no prime p of Z divides all polynomials P (m, y) with m ∈ Z.
Then there exist a, b ∈ Z, a 6= 0, such that HZ(P1, . . . , Ps) contains the arithmetic progres-

sion (am+ b)m∈Z .

Proof. Let P1, . . . , Ps ∈ Z[t, y] be as in the statement. One may assume that none of them

is of the form P (t, y) = cy with c invertible in Z; such a polynomial satis�es �P (m, y) = cy

irreducible in Z[y] for everym ∈ Z� and hence can be removed with no loss from P1, . . . , Ps.

Consider the set

PZ(P1, . . . , Ps) =

{
m ∈ Z

∣∣∣∣ Pi(m, y) primitive w.r.t. Z

for each i = 1, . . . , s

}
Clearly we have HZ(P1, . . . , Ps) = HQ(P1, . . . , Ps) ∩ PZ(P1, . . . , Ps).

Fix i = 1, . . . , s. As the polynomial Pi(t, y) is irreducible in Z[t, y] and of degree > 1

in y, its nonzero coe�cients Pi(t) ∈ Z[t] have no common factor in Q[t]. Due to the

initial reduction, there are at least two such nonzero coe�cients Pij(t). Denote by δi the

parameter de�ned in Section 2.1 associated with these polynomials Pij(t).

The �rst stage, which concerns PZ(P1, . . . , Ps), re-uses the approach to Theorem 1.2(a)

(see Section 2.2). From Assumption (AV3), for every prime divisor p of δ1 · · · δs, there
exists mp ∈ Z such that p does not divide P (mp, y). Consequently, the prime p does not

divide any of the polynomials Pi(mp, y), i.e. p does not divide some coe�cient Piji(mp),

i = 1, . . . , s. Let a0 be the product of primes dividing δ1 · · · δs. The Chinese Remainder

Theorem provides an element b0 ∈ Z such that b0 ≡ mp (mod p) for every prime divisor p

of a0. This property follows: for every t? ∈ Z such that t? ≡ b0 (mod a0), no prime divisor

of a0 divides any of the polynomials P1(t
?, y), . . . , Ps(t

?, y). But since for each i = 1, . . . , s,

every prime divisor p ∈ Z of Pi(t
?, y) ∈ Z[y] must divide δi, we obtain that each of the

polynomials P1(t
?, y), . . . , Ps(t

?, y) is primitive w.r.t. Z. We have thus shown that the set

PZ(P1, . . . , Ps) contains the arithmetic progression (a0m+ b0)m∈Z .

For the second stage, we �rst consider the special case that y is a single variable y.

1st case: n = 1. The second stage combines the conclusion on PZ(P1, . . . , Ps) with

Theorem 3.1 from [Dèb16]. This result gives some integers N , B, C and a �nite extension

L/Q with this property:
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(3) If p1, ..., pN are N distinct prime numbers satisfying: pi does not divide B, pi > C and

pi is totally split in L/Q (i = 1, ..., N), then for a1 = p1 · · · pN , there exists b1 ∈ Z such

that the Hilbert subset HQ(P1, . . . , Ps) contains the arithmetic progression (a1m+ b1)m∈Z.

(In [Dèb16], Theorem 3.1 is stated for a Hilbert subset HQ(P1) corresponding to a single

polynomial P1, also assumed to be irreducible in Q[t, y], but Remark 3.4 there extends the

statement to a general Hilbert subset. The constants N,B,C and the extension L/Q are

explicitly described in [Dèb16, Addendum 3.2]).

Pick p1, . . . , pN as indicated in (3) and not dividing δ1 · · · δs (condition regarding L/Q
can be guaranteed thanks to the Chebotarev Theorem). Let then a1, b1 be the two integers

given by (3). Since a0 and a1 have no common factor, there exists an arithmetic progression

(am+b)m∈Z with a = a0a1 contained in both the arithmetic progressions (a0m+b0)m∈Z and

(a1m+b1)m∈Z (again by the Chinese Remainder Theorem). By construction, the arithmetic

progression (am + b)m∈Z is hence contained in both HQ(P1, . . . , Ps) and PZ(P1, . . . , Ps),

and so in HZ(P1, . . . , Ps).

General case: n > 1. We use a classical reduction from the Hilbert subset theory. From

[FJ08, Lemma 12.1.3], there is a �nite set S of irreducible polynomials in Q[t, y], of degree

at least 1 in y and such that

HQ(P1, . . . , Ps) ⊃ HQ(S), up to some �nite subset of Q.

Hence, property (3), which holds for HQ(S), holds for the Hilbert subset HQ(P1, . . . , Ps)

as well. The proof can then be concluded as in �rst case. �

3. The two Schinzel Hypotheses

We generalize the original Schinzel Hypothesis to more general rings (De�nition 3.1).

Proposition 3.4 then shows that this generalization is stronger than the relative version,

under suitable assumptions. The intermediate Lemma 3.3 shows that the Assumptions

on Values involved in the two Schinzel Hypotheses are automatically satis�ed under some

standard condition. This proves in particular the Addendum to Theorem 1.2.

De�nition 3.1. Let Z be an integral domain with fraction �eld Q. We say that the Schinzel

Hypothesis holds for Z if the following is true. Let P1, . . . , Ps ∈ Z[y] be polynomials (s > 1),

irreducible in Q[y], distinct modulo Q× and satisfying this Assumption on Values:

(AV1) no prime p of Z divides all elements
∏s
i=1 Pi(m), m ∈ Z.

Then given any �nite set S of primes of Z, there is m ∈ Z such that P1(m), . . . , Ps(m) are

primes of Z, pairwise distinct modulo Z×, and distinct from every prime in S modulo Z×.

De�nition 3.1 indeed generalizes the original Schinzel Hypothesis (H) (as recalled in

Section 1). The condition involving Z× in the conclusion here takes into account the fact

that Z× may be in�nite in general.

Remark 3.2. Clearly the ring Z should have in�nitely many distinct primes modulo Z×

for the Schinzel Hypothesis to hold; hence it does not hold for �elds, local rings, etc.

Even when this necessary condition is satis�ed, the Schinzel Hypothesis does not hold in

general: it is known to fail for Z = F2[u]. Take indeed P1(u, y) = y8 + u3 ∈ F2[u, y]; P1

is irreducible in F2[u, y], satis�es Assumption (AV1) (since for example P1(u, 0) = u3 and

P1(u, 1) = u3 + 1 have no common divisor) and yet, from an example of Swan [Swa62,

pp.1102-1103], m(u)8 + u3 is reducible (hence not prime) in F2[u] for every m(u) ∈ F2[u].

Lemma 3.3. Let Z be an integral domain and P1, . . . , Ps ∈ Z[y] some nonzero polynomials.
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(a) Assume that the quotients of Z by prime principal ideals are in�nite. Then:

(a-1) Assumption on Values (AV1) holds (with s > 1) if and only if each of the polynomials

P1, . . . , Ps has no prime divisor in Z.

(a-2) Assumption on Values (AV2) (with s > 2) holds if and only if the polynomials

P1, . . . , Ps have no common prime divisor in Z.

(b) If Z = R[u1, . . . , ur] is a polynomial ring over an integral domain R, and if either R

is in�nite or if r > 2, then the quotients of Z by prime principal ideals are in�nite. The

same conclusion holds if Z is an integral domain containing an in�nite �eld.

On the other hand, Z is a typical example of ring that has �nite quotients by prime

principal ideals. Conclusions in (a) are in fact false for Z = Z (Remark 1.5).

Proof. (a-1) Assume that (AV1) fails, i.e. there is a prime p ∈ Z such that
∏s
i=1 Pi(m) = 0

in Z/pZ for every m ∈ Z and i = 1, . . . , s. The quotient ring Z/pZ is an integral domain

and, under the assumption on Z, is in�nite. Therefore the polynomial
∏s
i=1 Pi is zero in

(Z/pZ)[y]. As this ring is an integral domain, there is an index i in {1, . . . , s} such that

Pi is zero in (Z/pZ)[y]. Conclude that p is a prime divisor of Pi. Conversely, if p ∈ Z is a

prime divisor of Pi for some i ∈ {1, . . . , s}, it is a common prime divisor of all
∏s
i=1 Pi(m)

with m ∈ Z, and so Assumption (AV1) fails.

(a-2) Assume that (AV2) fails, i.e. there is a prime p ∈ Z such that Pi(m) = 0 in Z/pZ

for every m ∈ Z and i = 1, . . . , s. The quotient ring Z/pZ is integral and in�nite. Hence

Pi = 0 in (Z/pZ)[y], i = 1, . . . , s. Conclude that p is a common prime divisor of P1, . . . , Ps.

Conversely, if p ∈ Z is a common prime divisor of P1, . . . , Ps, it is a common prime divisor

of all values P1(m), . . . , Ps(m) with m ∈ Z, and so Assumption (AV2) fails.

(b) With Z = R[u1, . . . , ur] as in the statement, assume further that R is in�nite. Let

p ∈ R[u1, . . . , ur] be a prime element. Suppose �rst that p 6∈ R, say d = degur(p) > 1. The

elements 1, ur, . . . , u
d−1
r are R[u1, . . . , ur−1]-linearly independent in the integral domain

Z/pZ. As R is in�nite, the elements
∑d−1

i=0 piu
i
r with p0, . . . , pd−1 ∈ R are in�nitely many

di�erent elements in Z/pZ. Thus Z/pZ is in�nite. In the case that p ∈ R, the quotient

ring Z/pZ is (R/pR)[u1, . . . , ur], which is in�nite too.

If Z = R[u1, . . . , ur] with r > 2, write R[u1, . . . , ur] = R[u1][u2, . . . , ur] and use the

previous paragraph with R taken to be the in�nite ring R[u1].

If Z is an integral domain containing an in�nite �eld k, the containment k ⊂ Z induces

an injective morphism k ↪→ Z/p for every prime ideal p ⊂ Z. The last claim follows. �

Proposition 3.4. Let Z be a UFD with the property that the quotients of Z by prime

principal ideals are in�nite. If the Schinzel Hypothesis holds for Z, then the relative Schinzel

Hypothesis holds for Z.

Proof. Let P1, . . . , Ps ∈ Z[y] be s > 2 nonzero polynomials, with no common divisor in

Q[y], and satisfying Assumption on Values (AV2); equivalently, P1, . . . , Ps have no common

prime divisor in Z (Lemma 3.3).

Consider, for i = 1, . . . , s, the prime factorization

Pi(y) =
∏
j∈Ii Pij(y)βij

of Pi in the UFD Z[y]; the set Ii is �nite, the Pij are irreducible in Z[y], pairwise distinct

modulo Z×, and the βij are positive integers. Denote the �nite list of polynomials Pij(y)

(j ∈ Ii, i = 1, . . . , s) that are of positive degree in y by L.
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The polynomials P ∈ L, being irreducible in Z[y] and of degree > 1, are irreducible

in Q[y] and have no prime divisor in Z (Gauss's lemma). From Lemma 3.3, they satisfy

Assumption on Values (AV1). As we assume that the Schinzel Hypothesis holds for Z,

we can conclude that there exist in�nitely many m ∈ Z such that the values P(m) with

P ∈ L are primes of Z, are pairwise distinct modulo Z×, and are di�erent modulo Z×

from the constant polynomials Pij involved in the prime factorizations of P1, . . . , Ps above.

Conclude that for those m ∈ Z,
Pi(m) =

∏
j∈Ii Pij(m)βij

is a prime factorization of Pi(m) in Z, i = 1, . . . , s, with the property that

Pij(m) 6= Pi′j′(m), modulo Z×, if (i, j) 6= (i′, j′).

For such choices of m, P1(m), . . . , Ps(m) have no common divisor in Z. �

4. The polynomial ring case

If R is not a �eld, polynomial rings R[u] do not fall into case (a) or (b) of Theorem 1.2.

A recent new tool is however available for them: Theorem 1.1 of [BDN19b] shows that the

Schinzel Hypothesis itself, in the form given in De�nition 3.1, holds for polynomial rings

Z = R[u1, . . . , ur] over a UFD R if this condition holds:

(1) r > 1, K = Frac(R) has a product formula, andK is imperfect if of characteristic p > 0.

For �elds with the product formula, we refer to [FJ08, �15.3]. The basic example is Q.
The product formula is:

∏
p |a|p · |a| = 1 for every a ∈ Q∗, where p ranges over all prime

numbers, | · |p is the p-adic absolute value and | · | is the standard absolute value. Rational

function �elds k(u1, . . . , ur) in r > 1 variables over a �eld k and �nite extensions of �elds

with the product formula are other examples. Also recall that a �eld K of characteristic

p > 0 is imperfect if Kp 6= K.

Conjoining [BDN19b] and Proposition 3.4, we obtain that the relative Schinzel Hypoth-

esis holds for polynomial rings R[u1, . . . , ur] satisfying (1). This is in particular always

true if r > 2: write R[u1, . . . , ur] = R[u1][u2, . . . , ur] and note that (1) is satis�ed with R

taken to be R[u1]. This however leaves out some polynomial rings of interest, for example,

polynomial rings R[u] in one variable over a discrete valuation ring R, e.g. Zp[u], C[[x]][u].

Case (c) of Theorem 1.2 includes these missing cases, in fact includes all polynomials

rings over a UFD. The proof given below also rests on [BDN19b], but uses some more

precise results than [BDN19b, Theorem 1.1].

4.1. The main ingredient. In order to prove Theorem 1.2(c), we could restrict to the

case of polynomial rings in one variable (r = 1) for two reasons: �rst, because an obvious

inductive argument gives the general case r > 1; second, because the case r > 2 is already

known, as just explained above. However our proof is somehow constructive and we prefer

to keep this feature in the general case r > 1.

Theorem 1.2(c) will be deduced from this speci�c statement.

Proposition 4.1. Let R0, R be two integral domains with R0 ⊂ R and K0, K be their

fraction �elds. Assume that K0 is a �eld with the product formula, and is imperfect if

of characteristic p > 0. Let u = (u1, . . . , ur) be an r-tuple of variables (r > 1). Let

P1, . . . , Ps ∈ R0[u, y] be s > 2 nonzero polynomials, with no common divisor in K[u, y] and

no common prime divisor p ∈ R. Then there exists m ∈ R0[u] such that P1(u,m(u)),. . .,

Ps(u,m(u)) have no common divisor in K[u] and no common prime divisor p ∈ R.
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Remark 4.2. This remark will be used several times in the rest of the paper.

(a) In general, given an integral domain A of fraction �eld C, if polynomials Q1, . . . , Qs ∈
A[u] have no common divisor in C[u] and no common prime divisor p ∈ A, then they

have no common prime divisor in A[u]. Indeed, a common prime divisor in A[u], say π, of

Q1, . . . , Qs cannot be of degree > 1 as then π would have a prime divisor of degree > 1 in

the UFD C[u], which itself would be a common prime divisor in C[u] of Q1, . . . , Qs; and

π cannot be of degree 0, as then it would be a common prime divisor in A of Q1, . . . , Qs.

(b) Part (a) above shows that the conclusion of Proposition 4.1, viz. �P1(u,m(u)),. . .,

Ps(u,m(u)) have no common divisor in K[u] and no common prime divisor p ∈ R� implies

that �P1(u,m(u)), . . . , Ps(u,m(u)) have no common prime divisor in R[u]�. If R is a UFD

(which is not assumed in Proposition 4.1), the two conditions are equivalent, and equivalent

to P1(u,m(u)), . . . , Ps(u,m(u)) having no common divisor in R[u] (prime or not), i.e. the

conclusion of the relative Schinzel Hypothesis for Z = R[u].

We assume more generally in the proof below that R0 is a Hilbertian ring.

De�nition 4.3. Let R0 be an integral domain such that the fraction �eld K0 is imperfect if

of characteristic p > 0. The ring R0 is said to be a Hilbertian ring if every Hilbert subset

of K0 (De�nition is recalled in Section 2.3) contains elements of R0.

The original de�nition from [FJ08, �13.4] has the de�ning condition only requested for

�separable Hilbert subsets� but [BDN19b, Proposition 4.2] shows that it is equivalent to

De�nition 4.3 under the imperfectness condition. [BDN19b, Theorem 4.6] shows further

that assumptions on R0 from Proposition 4.1, i.e. K0 = Frac(R0) being a �eld with the

product formula, imperfect if of characteristic p > 0, imply that R0 is a Hilbertian ring.

Proof of Proposition 4.1. The polynomials P1, . . . , Ps are in K0[u, y], and since they have

no common divisor in K[u, y], they also have no common divisor in K0[u, y]. Consider, for

i = 1, . . . , s, the prime factorization

Pi(u, y) =
∏
j∈Ii Pij(u, y)βij

of Pi(u, y) in the UFD K0[u, y]; the set Ii is �nite, the Pij are irreducible in K0[u, y],

pairwise distinct modulo K×0 , and the βij are positive integers. Denote the �nite list of all

polynomials Pij(u, y) (j ∈ Ii, i = 1, . . . , s) that are of positive degree in y by L.
Let ` > 2 be an integer, λ = (λ0, λ1, . . . , λ`) be a (` + 1)-tuple of variables and

Q0, Q1, . . . , Q` be (` + 1) distinct monic monomials in R0[u] such that Q0 = 1 and both

Q1 and Q2 are of degree deg(Qi) > max16i6s degu(Pi).

For each P ∈ L, write:
P(u, y) = Pρ(u) yρ + · · ·+ P1(u)y + P0(u) (ρ = degy(P) > 1)

M(λ, u) =
∑`

j=0 λjQj(u)

F(λ, u) = P(u,M(λ, u)) = P(u,
∑`

j=0 λjQj(u))

Each polynomial F is irreducible in K0[λ, u] [BDN19b, Lemma 2.1]. As we assume that R0

is a Hilbertian ring, and is imperfect if of characteristic p > 0, we may apply [BDN19b,

Proposition 4.2] to produce a (`+1)-tuple λ? = (λ?0, . . . , λ
?
`+1) with nonzero coordinates in

R0 such that λ?2 ≡ 1 (mod λ?1) and for every P ∈ L, the corresponding polynomial F(λ?, u)

is irreducible in K0[u].

Set m(u) = M(λ?, u). The polynomial m(u) is in R0[u] and has this �rst property:

for each P ∈ L, the polynomial P(u,m(u)) is irreducible in K0[u]. Obviously, for the
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irreducible polynomials Pij of degree 0 in y involved in the prime factorizations of P1, . . . , Ps
in K0[u, y], the polynomial Pij(u,m(u)) is irreducible in K0[u] as well. Conclude that

Pi(u,m(u)) =
∏
j∈Ii Pij(u,m(u))βij

is a prime factorization of Pi(u,m(u)) in the UFD K0[u], i = 1, . . . , s.

Furthermore, inequality

deg(m) > deg(Q1) > max
16i6s

degu(Pi)

shows that all polynomials Pij(u,m(u)) (j ∈ Ii, i = 1, . . . , s) are distinct modulo K×0 .

This follows from this standard argument: if Q(u, y) =
∑ν

i=0 qi(u)yi ∈ R[u, y] is such

that Q(u,m(u)) = 0 with degu(m) > degu(Q), then all terms qi(u)m(u)i, i = 0, 1, . . . , ν,

are of pairwise distinct degrees and so must all be zero, thus implying that Q(u, y) itself

must be zero. Applied with Q = Pij − cPi′j′ (c ∈ K×0 ), this argument proves the claim.

Thus we obtain that the polynomials P1(u,m(u)), . . . , Ps(u,m(u)) have no common

divisor in K0[u]. But then they also have no common divisor in K[u]. This follows from

the Bézout theorem when u is a single variable; an argument for the general case r > 1 is

given in the proof of [BDN19b, Lemma 2.1].

Finally we should show that the polynomials P1(u,m(u)), . . . , Ps(u,m(u)), which are

in R[u], have no common prime divisor p ∈ R. This follows from Lemma 4.4 below. Note

that by construction, the polynomial m(u) satis�es its assumptions (i) and (ii). If some

p ∈ R were a common prime divisor of each Pi(u,m(u)), i = 1, . . . , s, Lemma 4.4 would

conclude that p is a common prime divisor of P1, . . . , Ps, contrary to our assumption. �

Lemma 4.4. Let R be an integral domain with fraction �eld K and p be a prime of R.

Let u = (u1, . . . , ur) be an r-tuple of variables (r > 1) and P ∈ R[u, y] be a polynomial

not divisible by p. Let m(u) ∈ R[u] be a polynomial such that two of its monomials m1(u),

m2(u), with corresponding coe�cients µ1, µ2 ∈ R, satisfy:{
(i) µ2 ≡ 1 (mod µ1)

(ii) min(deg(m1), deg(m2)) > degu(P ).

Then the polynomial P (u,m(u)) is not divisible by the prime p.

Proof. Set p = pR. The proof works more generally if p is a prime ideal (not necessarily

principal) not containing all coe�cients of P . Write

P = Pρ(u)yρ + · · ·+ P1(u)y + P0(u)

with P0, P1, . . . , Pρ ∈ R[u] and Pρ 6= 0. The result being trivial if ρ = 0, also assume ρ > 1.

Assume that all coe�cients of P (u,m(u)) are in p. Thus we have:

(2) P ρ(u)m(u)ρ + · · ·+ P 1(u)m(u) + P 0(u) = 0,

where we use the notation U for the class modulo p of polynomials U with coe�cients in

R. It follows from the assumption P 6= 0 in (R/p)[u, y] that there is an index, say j, in

{0, 1, . . . , ρ} such that P j(u) 6= 0 in (R/p)[u].

From assumption (i), we have that µ1 or µ2 is nonzero in R/p. Therefore both polyno-

mials m(u) and P j(u)m(u)j are nonzero in (R/p)[u]. Furthermore we have:

(3) deg(m) > min(deg(m1),deg(m2)).

The �nal argument below shows that all nonzero terms P h(u)m(u)h with h ∈ {0, 1, . . . , ρ}
are of di�erent degrees. This clearly contradicts identity (2).

Assume that two nonzero polynomials P h(u)m(u)h and P k(u)m(u)k are of the same

degree, for some h, k ∈ {0, 1, . . . , ρ} with k > h. Then we have:
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degu(P ) = max
06i6ρ

deg(Pi) > deg(P h)− deg(P k) = (k − h) deg(m) > deg(m).

But this, conjoined with (3), contradicts assumption (ii) of the statement. �

4.2. The �nal proof.

Proof of Theorem 1.2(c). Let u = (u1, . . . , ur) be an r-tuple of variables (r > 1), R be

a UFD of fraction �eld K and Z = R[u]. Let P1, . . . , Ps ∈ Z[y] be nonzero polynomials

(s > 2), with no common divisor in K(u)[y] and satisfying Assumption on Values (AV2).

We distinguish four cases.

1st case: R is of characteristic 0.

Consider the subring R0 ⊂ R generated by all the coe�cients of P1, . . . , Ps as polynomials

in u1, . . . , ur, y. The fraction �eld K0 is an extension of Q of �nite type, and so a �nite

extension of a �eld of the form Q(t) where t is a �nite set, possibly empty, of elements of

K0, algebraically independent over Q. The �eld Q(t) is a �eld with the product formula:

if t = ∅, it is Q, and if t 6= ∅, it is isomorphic to a rational function �eld. Thus K0, which

is a �nite extension of Q(t), is a �eld with the product formula as well.

The polynomials P1, . . . , Ps are in R0[u, y], have no common divisor inK(u)[y], and from

Assumption (AV2), they have no common prime divisor p ∈ R[u] (Lemma 3.3). Hence they

have no common prime divisor in R[u][y] (Remark 4.2). Since R is assumed to be a UFD,

it follows that they have no common divisor in K[u][y] (Gauss's lemma). As they have

no common prime divisor p ∈ R, the assumptions of Proposition 4.1 hold. Thus we can

conclude that there is a polynomial m ∈ R0[u] such that P1(u,m(u)), . . . , Ps(u,m(u)) have

no common divisor in K[u] and no common prime divisor p ∈ R. As R is a UFD, this

implies that P1(u,m(u)), . . . , Ps(u,m(u)) have no common divisor in R[u] (Remark 4.2).

2nd case: R is of characteristic p > 0 and R is not algebraic over its prime �eld Fp.
Consider the subring R0 ⊂ R generated by all the coe�cients of P1, . . . , Ps as polynomials

in u1, . . . , ur, y and by some element θ ∈ R not algebraic over Fp. The fraction �eld K0 is

an extension of Fp of �nite type, and so a �nite extension of a �eld Fp(t) where t is a �nite

set of elements of K0, algebraically independent over Fp. Furthermore, K0 is not algebraic

over Fp (as it contains θ), so we have t 6= ∅. Hence the �eld Fp(t) is a �eld with a product

formula, and so K0, which is a �nite extension of Fp(t), is a �eld with the product formula

as well. Furthermore, K0 is imperfect: if t ∈ t, then t ∈ K0 but t /∈ Kp
0 .

Use Proposition 4.1 as in 1st case to conclude that there is a polynomial m ∈ R0[u] such

that P1(u,m(u)), . . . , Ps(u,m(u)) have no common divisor in K[u] and have no common

prime divisor p ∈ R, and so, again by Remark 4.2, have no common divisor in Z.

3rd case: R is of characteristic p > 0 and r > 2.

Consider the subring R0 ⊂ R[u1] generated by u1 and all the coe�cients of P1, . . . , Ps as

polynomials in u1, . . . , ur, y. Check as in 2nd case that the fraction �eld K0 is a �eld with

the product formula and is imperfect.

The polynomials P1, . . . , Ps are in R0[u2, . . . , ur, y]. Here we apply Proposition 4.1 with

the ring R there taken to be the ring R[u1] here. Observe as in 1st case that P1, . . . , Ps
have no common prime divisor in R[u1][u2, . . . , ur, y]. It follows that they have no common

divisor in K[u1][u2, . . . , ur] and none in K(u1)[u2, . . . , ur] either (using that R is a UFD

and Gauss's lemma). Furthermore they have no common prime divisor p ∈ R[u1]: the case

deg(p) > 1 is ruled out by P1, . . . , Ps having no common divisor in K[u1][u2, . . . , ur], and

the case deg(p) = 0 by Assumption (AV2). Conclude from Proposition 4.1 that there is

a polynomial m ∈ R0[u2, . . . , ur] such that P1(u,m(u)), . . . , Ps(u,m(u)) have no common
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divisor in K(u1)][u2, . . . , ur] and no common prime divisor p ∈ R[u1]. It follows that they

have no common divisor in K[u1][u2, . . . , ur] and no common prime divisor p ∈ R, and

also, by Remark 4.2, that they have no common divisor in R[u1][u2, . . . , ur] = Z.

4th case: R is of characteristic p > 0, R is algebraic over its prime �eld Fp and r = 1. The

ring R is then necessarily a �eld (as it is integral over a �eld). The ring Z = R[u] = R[u1] is

then a PID. The required conclusion follows from the already proven Theorem 1.2(a). �

Remark 4.5. The assumption that R is a UFD is used twice: �rst, to guarantee that the

polynomials P1, . . . , Ps, having no common divisor in R[u, y], have no common divisor in

K[u, y]; second, to conclude with Remark 4.2 that P1(u,m(u)), . . . , Ps(u,m(u)) have no

common divisor in R[u].

Regarding the former, we can replace R being a UFD by the assumption that P1, . . . , Ps
have no common divisor in K[u, y] (which is stronger than the assumption of the relative

Schinzel Hypothesis that they have no common divisor in K(u)[y]). Regarding the latter,

we can stop the proof right after applying Proposition 4.1 and before using that R is a

UFD, i.e. conclude that P1(u,m(u)), . . . , Ps(u,m(u)) have no common divisor in K[u] and

no common prime divisor p ∈ R. Thus we obtain this generalization of Theorem 1.2(c) to

polynomial rings R[u] with coe�cient rings R that are not necessarily UFDs:

Let R be an integral domain with fraction �eld K and P1, . . . , Ps ∈ R[u, y] be nonzero

polynomials (s > 2), with no common divisor in K[u, y] and satisfying this assumption:

(AV2) no prime of R[u] divides all polynomials P1(u,m(u)), . . . , Ps(u,m(u)) (m ∈ R[u]).

Then there exists m ∈ R[u] such that P1(u,m(u)),. . . ,Ps(u,m(u)) have no common divisor

in K[u] and no common prime divisor p ∈ R, and hence no common prime divisor in R[u].

4.3. Proof of Theorem 1.8. We will deduce it from the following generalization.

Proposition 4.6. Let Z be a UFD and assume further that Z is a Hilbertian ring, imperfect

if of characteristic p > 0 and satis�es the relative Schinzel Hypothesis. Let y = (y1, . . . , yn)

be an n-tuple of variables (n > 1) and P (t, y) be an irreducible polynomial in Z[t, y] of

degree at least 1 in y and such that

(AV3) no prime p of Z divides all polynomials P (m, y) with m ∈ Z.
Then in�nitely many m ∈ Z exist such that P (m, y) is irreducible in Z[y].

Proof of Proposition 4.6. Denote the nonzero coe�cients in Z[t] of P (t, y), viewed as a

polynomial in y, by P1(t), . . . , Ps(t). As noted in the proof of Theorem 2.5, one may

assume with no loss that s > 2. Set Q = Frac(Z). The polynomials P1(t), . . . , Ps(t)

have no common divisor in Q[t] (since P (t, y) is irreducible in Z[t, y] and Z is a UFD)

and they satisfy assumption (AV2) (since P (t, y) satis�es (AV3)). It follows from the

relative Schinzel Hypothesis that there exists m0 ∈ Z such that P1(m0), . . . , Ps(m0) have

no common divisor in Z; equivalently, P (m0, y) is primitive w.r.t. Z. As in Section 2.1,

let δ be a nonzero element of the ideal (
∑s

i=1 Pi(t)Z[t]) ∩ Z. From Remark 2.1, for every

` ∈ Z, P1(m0 + `δ), . . . , Ps(m0 + `δ) have no common divisor in Z, i.e. P (m0 + `δ, y) is

primitive w.r.t. Z as well. The polynomial P (m0 + δt, y) is in Z[t, y] and is irreducible in

Q[t, y]. As Z is a Hilbertian ring, imperfect if of characteristic p > 0, in�nitely many ` ∈ Z
exist such that P (m0 + `δ, y) is irreducible in Q[y]. As these polynomials are primitive

w.r.t. Z, they are irreducible in Z[y]. �

Proof of Theorem 1.8. In Theorem 1.8, Z is a polynomial ring R[u1, . . . , ur] (r > 1) over a

UFD R. Thus Z is imperfect if of characteristic p > 0. It is a Hilbertian ring due to the fact
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that its fraction �eld K(u1, . . . , ur) (with K = Frac(R)) has a product formula, conjoined

with [BDN19b, Theorem 4.6]. Furthermore, from Theorem 1.2(c), R[u1, . . . , ur] satis�es

the relative Schinzel Hypothesis. Note further that from Lemma 3.3, the quotients of

R[u1, . . . , ur] by prime principal ideals are in�nite (Z 6= Fq[u1] in Theorem 1.8) and hence

assumption (AV2) for the coe�cients in Z[t] of P (viewed as a polynomial in y) is satis�ed.

But that assumption (AV2) is exactly assumption (AV3) of Proposition 4.6, which is then

satis�ed as well. Thus Proposition 4.6 applies (with y = y a single variable) and yields the

conclusion of Theorem 1.8. �
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