COMBINATORIAL STUDY OF MORSIFICATIONS OF REAL UNIVARIATE SINGULARITIES
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Abstract. We study a broad class of morsifications of germs of univariate real analytic functions. We characterize the combinatorial types of the resulting Morse functions, via planar contact trees constructed from Newton-Puiseux roots of the polar curves of the morsifications.

1. Introduction

1.1. Morsifications

In this paper, by a singularity we mean a germ of real or complex analytic function with an isolated critical point. By a Morse function we mean a smooth function having only non-degenerate critical points and pairwise distinct critical values. A powerful method for analyzing a singularity is to deform it in a suitable way and relate it to the various resulting simpler singularities. This method has been extensively used for complex singularities. For instance, a generic holomorphic deformation of a complex singularity with Milnor number $\mu$ produces a Morse function with exactly $\mu$ critical points (see [3], page 150). However, such morsifications of real singularities have been much less studied, even in the case of one variable. We examine here the combinatorial types of morsifications of univariate real singularities. This problem is inspired by Arnold’s papers [1], [2], which studied the combinatorial types of real Morse univariate polynomials, and by Ghys’ book [8], which examined the combinatorial types of real plane curve singularities (see also Ghys and Simon’s paper [9]).

1.2. Bi-ordered critical sets as measures of the combinatorial types of morsifications

We encode the combinatorial type of a Morse function defined on a compact interval by a bi-ordered set: its critical set endowed with the total order induced by its inclusion in the source interval and with the total order of the corresponding critical values. Let $F_0(y) \in \mathbb{R}(y)$ define a univariate real singularity. Fix a compact interval $I$ around $y = 0$ on which $F_0(y)$ is defined and has a single critical point. Let $F_j(y) \in \mathbb{R}(x, y)$ be a morsification of $F_0(y)$. This means that for every small enough $x_0 > 0$, the functions $F_{x_0}: I \rightarrow \mathbb{R}$ are Morse and have the same combinatorial type. Moreover, this combinatorial type is independent of the choice of interval $I$, it is therefore canonically attached to the morsification $F_j(y) \in \mathbb{R}(x, y)$. How to compute it?

We answer this question under a suitable hypothesis, the injectivity condition. The answer is governed by the contact tree $T_k(f)$ of the real Newton-Puiseux roots $\xi_i$ of $f(x, y) := \partial_y F_j(y)$. It is a rooted planar tree whose leaves correspond bijectively to the series $\xi_i$. As an abstract tree, it is determined by the valuations of the pairwise differences of those series, that is, by the initial exponents of those differences. In turn, its planar structure is given by the total order $<_R$ on its set of leaves such that $\xi_i <_R \xi_j$ if and only if $\xi_i(x_0) < \xi_j(x_0)$ for $x_0 > 0$ small enough.

Under the injectivity condition, we construct canonically from $F_j(y)$ a second planar structure on the abstract rooted tree $T_k(f)$. This second planar structure determines a new total order on the set of leaves of $T_k(f)$. In Theorem 6.3 we prove that for $x_0 > 0$ small enough, the bi-ordered critical sets of the Morse functions $F_{x_0}: I \rightarrow \mathbb{R}$ are isomorphic to the set of leaves of the contact tree $T_k(f)$, endowed with the total orders determined by the two planar structures above.
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The previous result led us to ask whether $T_R(f)$, endowed with its second planar structure, may also be interpreted as a contact tree. In Theorem 2.1 we prove that this is indeed the case: with its second planar structure, $T_R(f)$ is isomorphic to the contact tree of the real Newton-Puiseux roots of the discriminant curve of the morphism $(x, y) \mapsto (x, F_x(y))$. This discriminant curve is the critical image of this morphism, also called apparent contour in the target. The apparent contour in the source is the curve $f(x, y) = 0$, that is, the polar curve of $F_x(y)$ relative to $x$.

1.3. The meaning of the injectivity condition

Assume that the real Newton-Puiseux roots of $f$ are numbered such that $\xi_1 <_R \cdots <_R \xi_n$. The bi-ordered critical set of a Morse function $F_{x_0} : I \to \mathbb{R}$, for small enough $x_0 > 0$, is determined by the signs of all the differences $F_{x_0}(\xi_j(x_0)) - F_{x_0}(\xi_i(x_0))$ of its critical values. If $i < j$, we may write:

$$F_x(\xi_j) - F_x(\xi_i) = S_i + \cdots + S_{j-1},$$

where $S_i := F_x(\xi_{i+1}) - F_x(\xi_i)$. For small enough $x_0 > 0$, the sign of $F_{x_0}(\xi_j(x_0)) - F_{x_0}(\xi_i(x_0))$ is thus equal to the sign of the initial coefficient of the sum of series $S_i + \cdots + S_{j-1}$. We meet the precise situation in which Newton introduced the method of turning ruler, which led to the notion of Newton polygon (see [2], pages 51-53); denoting by $\nu(S_i)$ the valuation of $S_i$, we know that the initial coefficient of the sum $S_i + \cdots + S_{j-1}$ is the sum of the initial coefficients $s_i$ of the series $(S_i)_{i \leq l < j}$ achieving the minimum

$$\min\{\nu(S_i) \mid i < j\},$$

provided that this last sum of initial coefficients $s_i$ is non-zero. The injectivity condition (see Definition 6.1) is equivalent to the fact that this is true for every pair $(i, j)$ with $i < j$.

1.4. Structure of the paper

As the function which controls the combinatorial types of the Morse functions $y \mapsto F_{x_0}(y)$ is $f(x, y) := \partial_y F_x(y)$ rather than $F_x(y)$, we prefer to start from a real analytic series $f(x, y)$ and integrate it relative to $y$ in order to get the series $F_x(y)$. In Section 2 we recall the factorization of $f(x, y)$ via its Newton-Puiseux roots, we distinguish between real and non-real roots and we define the notions of right-reduced series and of primitive of $f(x, y)$. In Section 3 we explain the needed notions about univariate Morse functions and their bi-ordered critical sets, as well as about morsifications of univariate singularities. In Section 4 we explain basic facts about rooted trees and planar trees and we introduce the types of rooted trees used in the paper: the real contact tree $T_R(f)$ mentioned above, and the complex contact tree $T_C(f)$, which is an abstract rooted tree containing $T_R(f)$. In Section 5 we introduce the area series $S_l$ mentioned in Subsection 1.3 we compute their valuations in terms of the embedding $T_R(f) \hookrightarrow T_C(f)$ and we deduce the valuations of the sums $S_i + \cdots + S_{j-1}$ under the non-vanishing hypothesis mentioned in Subsection 1.3. In Section 6 we define the injectivity condition and we prove our first main result, Theorem 6.3. In Section 7 we define real polar and discriminant curves and we prove our second main result, Theorem 7.1 which interprets the second planar structure on $T_R(f)$ as the contact tree of the discriminant curve. We conclude the paper by an example with parameters, explained in Section 8.

1.5. Related works

In this paper, we generalize results of the PhD thesis [16] of the last author, published in [13], [14], [15]. In those works, the polar curve $f(x, y) = 0$ and the series $F_x(y)$ had to respect some hypotheses: (a) all the branches of the polar curve were real, distinct, smooth and transverse to the vertical axis $x = 0$; (b) the real contact tree $T_R(f)$ was assumed to be a rooted binary tree; (c) $F_x(y)$ had a strict local minimum at $(0, 0)$. The aim was to describe the asymptotic shape of the level curves $F_x(y) = \varepsilon$ when $\varepsilon > 0$ converged to 0. This description was done in terms of a Poincaré-Reeb tree measuring the non-convexity of the interior of the topological disk bounded by the level curve $F_x(y) = \varepsilon$, relative to the direction $x$ (see also [2] for a general study of level curves of real bivariate polynomials). Here we replace all the former hypotheses by two much less restrictive conditions, namely that the real Newton-Puiseux roots $\xi_i$ of $f(x, y)$ are pairwise distinct and the injectivity condition $\mathcal{L}_{1n}$.

1.6. An explanatory picture

Figure 1 introduces the main geometric objects studied in this paper. It corresponds to Whitney’s classical cusp singularity from [17] of a map between real planes. This example will also illustrate our main Theorems 5.3 and 7.1 (see Examples 6.4 and 7.2). We start from the real plane curve germ $f(x, y) = 0$ at $(0, 0)$ represented in
the real plane $\mathbb{R}^2_{x,y}$ at the bottom, where $f(x, y) = 3(y^2 - x) = 3(y + x^\frac{1}{2})(y - x^\frac{1}{2})$. It has two Newton-Puiseux roots $\xi_1 = -x^\frac{1}{2}$ and $\xi_2 = x^\frac{1}{2}$. Both are real. We define $F_x(y)$ as a primitive of $f$ w.r.t. the variable $y$. Here we choose $F_x(y) := y^3 - 3xy$. The graph of the function $(x, y) \mapsto F_x(y)$, for positive $x$, is the surface depicted in the central part of the figure. By intersecting this surface with a vertical plane defined by $x = x_0$, we get the graph of $y \mapsto F_{x_0}(y)$. In our example, it is a Morse function with one local maximum and one local minimum, for every $x_0 > 0$. It is possible to follow these local extrema when $x_0$ tends to 0: they trace the two orange curves on the surface. These two curves project to the real plane $\mathbb{R}^2_{x,y}$ exactly onto the graphs of the roots $\xi_1$ and $\xi_2$.

On the other hand, these orange curves form the apparent contour in the source of the projection $\pi$ of the surface above to the vertical plane $\mathbb{R}^2_{x,z}$. The apparent contour in the target plane $\mathbb{R}^2_{x,z}$ is the discriminant curve of $\pi$, which in this example consists of the graphs of two real Newton-Puiseux series $\delta_1$ and $\delta_2$ (at the top of Figure 1). The graphs of $\xi_1$ and $\xi_2$ in the real plane $\mathbb{R}^2_{x,y}$ form the polar curve of $F_x(y)$ with respect to $x$; it is defined by the equation $f(x, y) = 0$. By the projection $\pi$, the series $\xi_1$ corresponds to $\delta_1$, and $\xi_2$ to $\delta_2$. In the plane $\mathbb{R}^2_{x,y}$, $\xi_1$ appears before $\xi_2$ (we will define the real total order on the ring of real Newton-Puiseux series in Section 2), while in the plane $\mathbb{R}^2_{x,z}$, $\delta_1$ appears after $\delta_2$. This permutation $(1 \ 2)$ encodes the combinatorial type of the Morse function $y \mapsto F_{x_0}(y)$. Theorem 6.3 explains that whenever the injectivity condition is satisfied, the corresponding permutation may be read from the embedding $T_0(f) \rightarrow T_0(f)$.

The results of our paper allow therefore to make pictures analogous to that of Figure 1 representing correctly the combinatorial types of the Morse functions $y \mapsto F_x(y)$ whenever $f$ satisfies the injectivity condition.
2. Real Newton-Puiseux series, right semi-branches and primitives

In this section we explain our notations about Newton-Puiseux series, we define right semi-branches as the germs of graphs of real Newton-Puiseux series and we introduce the notion of primitive of a bivariate series.

2.1. Newton-Puiseux series

For $K = \mathbb{C}$ or $\mathbb{R}$, let $K\{x\}$ and $K\{x, y\}$ denote the ring of convergent power series in one and two variables respectively, with coefficients in the field $K$. Consider also the ring

$$K\{x^\mathbb{H}\} := \{g(x^\mathbb{H}) \mid g \in K\{t\}, n \in \mathbb{N}^*\}$$

of Newton-Puiseux series in the variable $x$, with coefficients in $K$. Then $\mathbb{R}\{x^\mathbb{H}\} \subset \mathbb{C}\{x^\mathbb{H}\}$.

Let $\gamma \in \mathbb{C}\{x^\mathbb{H}\} \setminus \{0\}$. We may write uniquely:

$$\gamma = sx^\sigma + \text{hot},$$

such that $s \in \mathbb{C}^*$, $\sigma \in \mathbb{Q} \cap [0, +\infty)$ and the remainder hot (which stands for higher order terms) gathers the terms of $\gamma$ whose exponents are greater than $\sigma$. The number $s \in \mathbb{C}^*$ is the initial coefficient of $\gamma$, denoted by $\chi(\gamma)$, and $\sigma \in \mathbb{Q} \cap [0, +\infty)$ is the initial exponent of $\gamma$, denoted by $\nu(\gamma)$. By convention, $\nu(0) = \infty$. The function

$$\nu : \mathbb{C}\{x^\mathbb{H}\} \to \mathbb{Q} \cup \{\infty\}$$

is a ring valuation, which will play a crucial role in the sequel.

The ring $\mathbb{R}\{x^\mathbb{H}\}$ of real Newton-Puiseux series is naturally totally ordered:

**Definition 2.1.** The real total order $<_\mathbb{R}$ on the ring $\mathbb{R}\{x^\mathbb{H}\}$ is defined as follows: for any two distinct Newton-Puiseux series $\xi_1, \xi_2 \in \mathbb{R}\{x^\mathbb{H}\}$, $\xi_1 \prec \mathbb{R} \xi_2$ if and only if $\nu(\xi_2 - \xi_1) > 0$.

Note that $\xi_1 \prec \mathbb{R} \xi_2$ if and only if $\xi_1(x_0) < \xi_2(x_0)$ for $x_0 > 0$ small enough.

2.2. Right semi-branches

Consider $\xi \in \mathbb{R}\{x^\mathbb{H}\}$ with $\xi(0) = 0$. In the sequel it will be often needed to turn the formal series $\xi$ into a real-valued function. This will be performed by choosing a real number $r \in (0, \infty)$ such that the series with real terms $\xi(x_0)$ converges for every $x_0 \in [0, r]$. For simplicity, we still denote by $\xi : [0, r] \to \mathbb{R}$ the resulting function. We will say that it is the sum of the series $\xi$. The sum of the series $\xi$ depends on the chosen interval of convergence $[0, r]$, but its germ at the origin is well-defined. Therefore, the germ at $(0, 0) \in \mathbb{R}^2$ of the graph

$$\Gamma_\xi := \{(x_0, \xi(x_0)) \mid x_0 \in [0, r]\}$$

of the function $\xi$ is also well-defined. We call it the right semi-branch of the series $\xi \in \mathbb{R}\{x^\mathbb{H}\}$.

If $f \in \mathbb{R}\{x, y\}$ is such that $f(0, 0) = 0$ but $f(0, y) \neq 0$, then by the Weierstrass preparation theorem (see [3 page 107]), together with the Newton-Puiseux theorem (see [7 Theorem 1.2, 20], [4 Section 8.3]), we can write in a unique way:

$$f(x, y) = u(x, y) \prod_{i=1}^{k} (y - \gamma_i),$$

(1)

such that $u \in \mathbb{C}\{x, y\}$ is a unit (i.e. $u(0, 0) \neq 0$) and $\gamma_i \in \mathbb{C}\{x^\mathbb{H}\}$ for all $i \in \{1, \ldots, k\}$. Since $f \in \mathbb{R}\{x, y\}$, we have that $u \in \mathbb{R}\{x, y\}$. The Newton-Puiseux series $\gamma_i$ are called the Newton-Puiseux roots of $f$. We will make below (see Formula (3)) a distinction between roots having only real coefficients (denoted by $\xi_i$) and the others (denoted by $\eta_j$). We denote by $\mathcal{R}_K(f)$ the multi-set of roots $\gamma \in \mathbb{R}\{x^\mathbb{H}\}$ of $f$ (that is, each root is counted with its multiplicity). The set of right semi-branches of $f$ is by definition the set of right semi-branches of the elements of $\mathcal{R}_K(f)$.

2.3. Primitives

Consider $f \in \mathbb{R}\{x, y\}$ with $f(0, 0) = 0$ and $f(0, y) \neq 0$. A primitive of $f$ is a series $F_\xi(y) \in \mathbb{R}\{x, y\}$ such that:

$$\partial_y F_\xi = f,$$

(2)
Primitives of \( f \) always exist. They are of the form \( g(x) + h(x, y) \), where \( g \in \mathbb{R}\{x\} \) is arbitrary and \( h \in \mathbb{R}\{x, y\} \) is obtained by termwise integration of the series \( f \), that is, by replacing each non-zero term \( c_{a,b} \cdot x^a \cdot y^b \) of it by \( c_{a,b} \cdot \frac{y^{b+1}}{b+1} \).

3. Morsifications

In this section we give basic vocabulary about univariate Morse functions and we introduce their bi-ordered critical graphs. Then we define morsifications of univariate singularities and their combinatorial types.

3.1. Morse functions

Let us first introduce standard definitions from Morse theory, particularized to our context of univariate Morse functions:

**Definition 3.1.** Let \( I \subset \mathbb{R} \) be a compact interval and let \( \varphi : I \to \mathbb{R} \) be a smooth function. We say that \( a \in I \) is a critical point of \( \varphi \) if \( \varphi'(a) = 0 \); it is called non-degenerate if \( \varphi''(a) \neq 0 \). We say that \( \varphi \) is a Morse function if all its critical points are non-degenerate and if its critical values are pairwise distinct. The critical graph of \( \varphi \) is the graph of the restriction of \( \varphi \) to its set of critical points:

\[
\text{Crit}(\varphi) := \{(a, \varphi(a)) \mid a \text{ is a critical point of } \varphi\}.
\]

Non-degenerate critical points are isolated, hence a Morse function has only a finite number of critical points on a compact interval.

3.2. The canonical bi-order on the critical graph of a Morse function

In this paper, by an order we will mean either a strict or non-strict partial or total order on a given set, depending on the context. We will denote by \( \prec \) the strict order associated to an order \( \preceq \).

A finite set \( S \) is bi-ordered if it is endowed with a pair of total orders. The critical graph \( \text{Crit}(\varphi) \) (see Definition 3.1) of any Morse function \( \varphi : I \to \mathbb{R} \) defined on a compact interval \( I \) is canonically bi-ordered:

**Definition 3.2.** Let \( I \subset \mathbb{R} \) be a compact interval and \( \varphi : I \to \mathbb{R} \) be a Morse function. The source order \( \langle_s \) and target order \( \langle_t \) are the total orders on the critical graph \( \text{Crit}(\varphi) \) defined as follows for any two distinct points \( p = (y_1, z_1), q = (y_2, z_2) \in \text{Crit}(\varphi) \):

- \( p \prec_s q \) if and only if \( y_1 < y_2 \),
- \( p \prec_t q \) if and only if \( z_1 < z_2 \).

The canonical bi-order on \( \text{Crit}(\varphi) \) is the pair \((\prec_s, \prec_t)\).

**Remark 3.3.**

1. The bi-ordered set \((\text{Crit}(\varphi), \prec_s, \prec_t)\) may be thought as a measure of the combinatorial type of the Morse function \( \varphi \). Indeed, let \( \varphi_1 : I_1 \to \mathbb{R} \) and \( \varphi_2 : I_2 \to \mathbb{R} \) be two Morse functions on compact intervals. Then the associated bi-ordered critical sets are isomorphic if and only if the restrictions of \( \varphi_1 \) and \( \varphi_2 \) to the minimal intervals containing all their critical points are right-left equivalent by orientation-preserving diffeomorphisms. Without restricting \( \varphi_1 \) and \( \varphi_2 \) in this way, one should also take into account their boundary values in order to construct a complete invariant of right-left equivalence.

2. As explained in [8] pages 17–18 (see also [16, Section 3.2.6]), the comparison between the two total order relations on a bi-ordered set naturally gives rise to a permutation. The permutations coming from Morse functions were called snakes by Arnold (see [1], [2], [13, Definition 1.4]). We will use again this terminology in Section 8 (see Figure 16).

**Example 3.4.** Let us consider the Morse function \( y \mapsto z = \varphi(y) \) whose graph is pictured in Figure 2.

Its critical graph \( \text{Crit}(\varphi) \) has 4 elements \( p_1, \ldots, p_4 \). Since \( y_1 < y_2 < y_3 < y_4 \) and \( z_2 < z_4 < z_1 < z_3 \), the two orders on it are:

\[
p_1 \prec_s p_2 \prec_s p_3 \prec_s p_4 \quad \text{and} \quad p_2 \prec_t p_4 <_t p_1 <_t p_3.
\]

The associated snake is

\[
\pi_\varphi = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 3 & 1 & 4 & 2 \end{pmatrix}.
\]

It encodes the relation between the two orders for the points \( p_i = (y_i, z_i) \) (\( i = 1, \ldots, 4 \)): \( \pi_\varphi(i) = j \) means that the \( i \)-th critical value \( z_i = \varphi(y_i) \) is at \( j \)-th rank among critical values.
3.3. **Right-reduced functions, morsications and their Morse rectangles**

We define now the notion of *morsification* of a univariate singularity, paying attention to the intervals of definition of the associated Morse functions:

**Definition 3.5.** Let \( f \in \mathbb{R}\{x, y\} \) be such that \( f(0, 0) = 0 \) and \( f(0, y) \neq 0 \). Let \( F_x(y) \in \mathbb{R}\{x, y\} \) be a primitive of \( f \) in the sense of Formula (2). A **Morse rectangle of** \( F_x(y) \) **is a product** \([0, r] \times I\), where \( r > 0 \) and \( I \) is a compact interval neighborhood of the origin in the \( y\)-axis such that:

1. The series \( f \) converges on \([0, r] \times I\); its primitive \( F_x(y) \) is also convergent on \([0, r] \times I\).
2. The intersection \(([0, r] \times I) \cap f^{-1}(0)\) is the union of the graphs of the sums \( \xi_i : [0, r] \to I \) of the real roots \( \xi_i \) of \( f \), assumed to converge on \([0, r]\), and for every \( x_0 \in (0, r) \), one has: \( \xi_i \neq \xi_j \Rightarrow \xi_i(x_0) \neq \xi_j(x_0) \).
3. \( F_x : I \to \mathbb{R} \) is a Morse function for every \( x_0 \in (0, r) \).

We say that \( F_x(y) \) is a **morsification** (of \( F_0(y) \)) if it admits a Morse rectangle.

Let us introduce now a notion of reducedness of real series adapted to their study in the right half-plane \( x \geq 0 \). Geometrically, this means that we assume that the right semi-branches of \( f \) are reduced in the divisor of \( f \).

**Definition 3.6.** The series \( f \in \mathbb{R}\{x, y\} \) is **right-reduced** if \( f(0, 0) = 0 \), \( f(0, y) \neq 0 \) and if all the real roots \( \xi_i \) of \( f \) are pairwise distinct, that is, if the multi-set \( \mathcal{R}_f(f) \) is a set.

**Example 3.7.** The series \( (y^2 + x)^3(y^2 - x) \) is right-reduced, but it is not reduced as an element of the ring \( \mathbb{R}\{x, y\} \).

**Proposition 3.8.** Let \( f \in \mathbb{R}\{x, y\} \) be a right-reduced series and \( F_x(y) \) be a primitive of \( f \). Assume that the series \( F_x(\xi_i) \in \mathbb{R}\{x\} \) are pairwise distinct when \( \xi_i \) varies among the real Newton-Puiseux roots of \( f \). Then a Morse rectangle \([0, r] \times I\) of \( F_x(y) \) exists. Moreover, the bi-ordered critical graphs \((\text{Crit}(F_{x_0}), <_s, <_t)\) of the Morse functions \( F_{x_0} : I \to \mathbb{R} \) are isomorphic for all \( x_0 \in (0, r] \).
Proof. We first choose a rectangle $[0, r] \times I$ included in the convergence disk of $f(x, y)$ and of $F_x(y)$. We may reduce $I$ in order that $F_0$ has a single critical point at $y = 0$. We may then reduce $r$ in order to satisfy condition (2) of Definition 3.5.

Fix $x_0 \in (0, r]$. Let us prove that $F_{x_0}(x) : I \to \mathbb{R}$ has non-degenerate critical points. The function $y \mapsto F_{x_0}(y)$ has a critical point at $y_0$ iff $f(x_0, y_0) = 0$. Moreover, this critical point is degenerate if $\partial_y f(x_0, y_0) = 0$.

We notice that multiplication of $f$ by a unit does not change the nature of the critical point. Indeed, let $f(x, y) = u(x, y)g(x, y)$ with $u(0, 0) \neq 0$. We may assume that $u(x, y) \neq 0$ for $(x, y) \in (0, r] \times I$. Now $f(x_0, y_0) = 0$ iff $g(x_0, y_0) = 0$. Moreover, for such a critical point, using that $g(x_0, y_0) = 0$:

$$\partial_y f(x_0, y_0) = 0 \iff \partial_y u(x_0, y_0)g(x_0, y_0) + u(x_0, y_0)\partial_y g(x_0, y_0) = 0 \iff \partial_y g(x_0, y_0) = 0$$

Hence one may assume that $f(x, y) = \prod_{i=1}^n (y - \xi_i) \prod_{j=1}^m ((y - \eta_j)(y - \overline{\eta_j}))$. The function $y \mapsto F_{x_0}(y)$ having a non-degenerate critical point at $y_0 \in I$ is equivalent to the polynomial $f(x, y)$ having $y_0$ as a simple root. As $f(x_0, y)$ factors into $\prod_{i=1}^n (y - \xi_i(x_0)) \prod_{j=1}^m ((y - \eta_j(x_0))(y - \overline{\eta_j(x_0)}))$ and as condition (2) of Definition 3.5 is satisfied on $[0, r] \times I$, we see that the roots of $f(x_0, y)$ on $I$ are the numbers $\xi_i(x_0)$. By the same condition, these numbers are pairwise distinct, which proves our claim.

We now prove that the critical values of $F_{x_0}(x) : I \to \mathbb{R}$ are pairwise distinct. As the series $F_{x}(\xi_i)$ are assumed to be pairwise distinct, we may reduce more $r > 0$, such that for all $x_0 \in (0, r]$, one has $F_{x_0}(\xi_i(x_0)) \neq F_{x_0}(\xi_j(x_0))$ whenever $i \neq j$. This means that $F_{x_0}(x) : I \to \mathbb{R}$ is a Morse function.

Finally, we prove that the bi-order remains constant for all $x_0 \in (0, r]$. Fix $x_0 \in (0, r]$. Fix $i, j$ such that $\xi_i(x_0) < \xi_j(x_0)$. We may assume that $F(\xi_i(x_0)) < F(\xi_j(x_0))$ (the proof for the opposite inequality is similar).

Fix $x_1 \in (0, x_0)$. Then $\xi_i(x_1) < \xi_j(x_1)$ (otherwise, by the continuity of the function $\xi_j - \xi_i$, there would exist $x_2 \in [x_1, x_0]$ such that $\xi_i(x_2) = \xi_j(x_2)$, which is impossible by our choice of $r$ and $I$). Similarly, we have $F(\xi_i(x_1)) < F(\xi_j(x_1))$. In other words, the bi-ordered sets $(\text{Crit}(F_{x_0}), <_s, <_i)$ and $(\text{Crit}(F_{x_1}), <_s, <_i)$ are isomorphic.

Remark 3.9.

(1) Notice that if $G_x(y)$ is another primitive of $f$, then $G_x(y) = g(x) + F_x(y)$. Therefore, for a fixed $x_0 > 0$, the graph of $G_{x_0} : I \to \mathbb{R}$ is a vertical translation of the graph of $F_{x_0} : I \to \mathbb{R}$, hence they have equivalent bi-ordered critical graphs. The bi-ordered critical graph is also independent of the choice of the Morse rectangle.

(2) Because the critical points of $F_{x_0}(y)$ are $\xi_i(x_0)$ and the critical values are $F(\xi_i(x_0))$, the “right-reduced” hypothesis implies that the critical points of $F_{x_0}$ are non-degenerate; the hypothesis on distinct $F_x(\xi_i)$ implies that the critical values of $F_{x_0}(y)$ are pairwise distinct when $x_0$ is small enough.

Definition 3.10. Let $F_x(y) \in \mathbb{R}(x, y)$ be a morsification. Its combinatorial type is the isomorphism class of the bi-ordered critical graphs of the functions $F_{x_0} : I \to \mathbb{R}$ as in Proposition 3.8 under the hypothesis that $f$ satisfies the so-called injectivity condition, explained in Subsection 6.1.

4. Considerations about trees

Since trees play a key role in our results, in this section we explain basic facts concerning them, partly following [16, Section 1.4.1.] and the references therein.

4.1. Abstract trees

A tree is a topological space homeomorphic to a finite connected graph without cycles. Except when it is reduced to a point, a tree has an infinite number of points. Its vertices are its points of valency different from 2 and its edges are the closures of the connected components of the complement of its set of vertices. Given two points $P, Q$ of a tree, we denote by $[P, Q]$ the unique segment joining them.

We will only consider rooted trees, which have a marked point $O$, called the root of the tree. A rooted tree $T$ is endowed with a natural partial order $\preceq_T$: given two distinct points $P$ and $Q$ of $T$, $P \preceq_T Q$ if and only if $[O, P] \subset [O, Q]$. A leaf of $T$ is a maximal element for the partial order $\preceq_T$.

Denote by $V(T)$ the set of vertices, by $L(T)$ the set of leaves and by $V^o(T) = V(T) \setminus L(T)$ the set of internal vertices of $T$. If $P$ is an internal vertex of $T$, then an outgoing edge of $T$ at $P$ is by definition an edge $[P, Q]$
that is not contained in a segment of the form \([O, P]\). We denote by \(E^+(P)\) the set of outgoing edges of \(T\) at \(P\). These sets will be used in Definition 4.1 for the formulation of the notion of planar tree.

To any two points \(P\) and \(Q\) of \(T\) we associate their greatest lower bound \(P \land Q\) relative to the partial order \(\preceq_T\). That is (see Figure 4):

\[
[O, P \land Q] = [O, P] \cap [O, Q].
\]

The trees appearing in this paper will be contact trees in the sense of Subsection 4.4. Therefore, their roots will be by construction of valency 1.

4.2. Planar trees

In this subsection we explain the notion of planar tree, which is essential in the sequel, as one may associate canonically such a tree to any finite set of real Newton-Puiseux series (see Subsection 4.4):

**Definition 4.1.** A planar structure on a rooted tree \(T\) is a choice of a total order \(<_P\) on each set \(E^+(P)\) of outgoing edges, when \(P\) varies among the internal vertices of \(T\). A planar tree is a rooted tree endowed with a planar structure.

A planar structure on a rooted tree \(T\) provides an embedding of \(T\) in any given oriented plane, well-defined up to isotopy. Therefore, the set of leaves \(\mathcal{L}(T)\) becomes canonically totally ordered (see Figure 5). This associated total order may also be defined intrinsically (without mentioning an embedding into a plane) as follows: if \(\ell_1, \ell_2\) are two distinct leaves of \(T\) and \(P := \ell_1 \land \ell_2\), then \(\ell_1 < \ell_2\) if and only if \(e_1 <_P e_2\), where \(e_1, e_2 \in E^+(P)\) are the outgoing edges at \(P\) going to \(\ell_1\) and \(\ell_2\) respectively.

Not every total order on its set \(\mathcal{L}(T)\) of leaves comes from a planar structure on a rooted tree \(T\), as shown by the following proposition:

**Proposition 4.2.** Let \(<\) be a total order on the set of leaves of a rooted tree \(T\). The necessary and sufficient condition for \(<\) to come from a planar structure on \(T\) is that for any two incomparable vertices \(P, Q\) of \(T\) (that is, vertices such that \(P \not\preceq_T Q\) and \(Q \not\preceq_T P\)), the leaves \(\preceq_T\)-greater than \(P\) are either all \(<\)-smaller or all
<bigger than the leaves \( \leq_T \)-greater than \( Q \). In this case, the total order \( < \) determines the planar structure uniquely.

**Proof.** Let us assume first that \( T \) is endowed with a planar structure. Denote by \( < \) the associated total order on \( \mathcal{L}(T) \). For each vertex \( P \) of \( T \), let \( D(P) \) be the set of leaves \( \leq_T \)-greater than \( P \) (which may be thought as the set of descendants of \( P \), if \( T \) is imagined as a genealogical tree). Consider two incomparable vertices \( P, Q \) of \( T \). Denote \( R := P \land Q \notin \{P, Q\} \). Let \( e_P \) be the outgoing edge at \( R \) directed towards \( P \) and define similarly \( e_Q \). We may assume, possibly after permuting \( P \) and \( Q \), that \( e_P < R e_Q \). Choose \( \ell_P \in D(P) \) and \( \ell_Q \in D(Q) \). Then \( e_P \) is the outgoing edge at \( R \) directed towards \( \ell_P \), and similarly \( e_Q \) goes towards \( \ell_Q \). The definition of the total order \( < \) on \( \mathcal{L}(T) \) and the fact that \( e_P < R e_Q \) imply that \( \ell_P < \ell_Q \). Therefore, all leaves in \( D(P) \) are \( < \)-smaller than all the leaves in \( D(Q) \).

Let us assume now that \( \mathcal{L}(T) \) is endowed with a total order \( < \) verifying the given condition. Consider a vertex \( P \) of \( T \). We want to show that \( < \) determines a canonical total order \( <_P \) on \( \mathcal{E}_T^+(P) \). If \( P \) is a leaf, there is nothing to prove. Assume therefore that \( P \) is not a leaf. Let \( e_1 \) and \( e_2 \) be two distinct outgoing edges at \( P \). Let us write \( e_i = [P, P_i] \). As the vertices \( P_1 \) and \( P_2 \) are incomparable, we know that the elements of \( D(P_1) \) are either all \( <\)-smaller or all \( <\)-bigger than the elements of \( D(P_2) \). In the first case we set \( e_1 < P e_2 \) and in the second one \( e_2 < P e_1 \). We get an antisymmetric binary relation \( <_P \) on the set \( \mathcal{E}_T^+(P) \). As \( < \) is a total order, this is also the case for \( <_P \).

Proposition 4.2 motivates the following definition, which will be used in the formulation of Proposition 4.7.

**Definition 4.3.** Let \( T \) be a rooted tree. A total order on the set \( \mathcal{L}(T) \) of leaves of \( T \) is called planar relative to \( T \) if it is determined by a planar structure on \( T \).

**Example 4.4.** Consider the abstract rooted tree \( T \) of Figure 6. Take the following total order on \( \mathcal{L}(T) = \{\ell_1, \ell_2, \ell_3\} \):

\[
\ell_2 < \ell_1 < \ell_3.
\]

The vertices \( P := \ell_1 \) and \( Q := \ell_2 \land \ell_3 \) are incomparable, but \( \ell_1 \), which is the only leaf \( \leq_T \)-greater than \( P \) is neither \( <\)-smaller nor \( <\)-bigger than both \( \ell_2 \) and \( \ell_3 \), which are the leaves \( \leq_T \)-greater than \( Q \). Therefore this total order is not planar relative to \( T \). This example shows that it is important to allow the vertices \( P \) and \( Q \) appearing in Proposition 4.2 to be leaves.

\[\text{Figure 6. The abstract rooted tree from Example 4.4}\]

4.3. **The wedge map of a planar tree**

Let \( (X, <) \) be a finite totally ordered set. Denote its elements by \( x_1 < x_2 < \cdots < x_n \). A basic interval of \( X \) is a subset \( \{x_i, x_{i+1}\} \) of two successive elements of \( X \). Denote by \( BI(X) \) the set of basic intervals of \( (X, \leq) \). This set is empty if and only if \( n \leq 1 \).

Let \( T \) be a planar tree. The sets \( \mathcal{L}(T) \) and \( \mathcal{E}_T^+(P) \), where \( P \) is an internal vertex of \( T \), are therefore naturally totally ordered, as explained in Subsection 4.2. Let \( \{\ell, \ell'\} \) be a basic interval of \( \mathcal{L}(T) \). Denote \( P := \ell \land \ell' \). Let \( e \) and \( e' \) be the outgoing edges going from \( P \) to the leaves \( \ell \) and \( \ell' \) (see Figure 7). Then \( \{e, e'\} \) is a basic interval of \( \mathcal{E}_T^+(P) \), by the definition of the total order on the set of leaves of a planar tree. This construction defines the **wedge map** of the planar tree \( T \):

\[W : BI(\mathcal{L}(T)) \rightarrow \bigcup_{P \in \mathcal{V}^p(T)} BI(\mathcal{E}_T^+(P)).\]

Note that when \( P \in \mathcal{V}^p(T) \), one has \( BI(\mathcal{E}_T^+(P)) = \emptyset \) if and only if \( P = O \) and \( O \) is of valency 1.
The following proposition will be crucial in Subsection 5.3 as well as in Subsection 6.1 in order to define the injectivity condition:

**Proposition 4.5.** The wedge map $W$ of a planar tree is bijective.

*Proof.* The source and target of the wedge map $W$ have the same number of elements, as may be proved by induction on the number of leaves of $T$. Therefore, in order to prove that $W$ is bijective, it is enough to prove that it is surjective. Consider a vertex $P = \ell \wedge e'$. By the construction of the total order $<_{\mathcal{L}(T)}$ and a basic interval $\{e_j, e_{j+1}\}$ of $\mathcal{E}^+_T(P)$. Let $\ell_{(i)}$ be the $<$-biggest leaf among the descendants of $e_j$ and $\ell_{(j)}$ be the $<$-lowest leaf among the descendants of $e_{j+1}$. By the construction of the total order $<_{\mathcal{L}(T)}$ explained in Subsection 4.2 we have $\ell_{(i)} < \ell_{(j)}$. By Proposition 4.2 we see that $\{\ell_{(i)}, \ell_{(j)}, \ell_{(j+1)}\}$ is a basic interval of $(\mathcal{L}(T), <)$. As results from the definition of the wedge map, its image by $W$ is the basic interval $\{e_j, e_{j+1}\}$ of $\mathcal{E}^+_T(P)$. This shows that $W$ is surjective, therefore bijective.

Proposition 4.5 generalizes [13, Corollary 2.20], which concerned only the case where the rooted tree was binary, that is, where all its vertices had valency 1 or 3.

### 4.4. Contact trees

Let us consider a finite set of Newton-Puiseux series $\mathcal{N} = \{\gamma_1, \ldots, \gamma_n\} \subset \mathbb{K}\{x^\mathbb{R}\}$, such that $\gamma_i(0) = 0$ for all $i = 1, \ldots , n$. The contact tree of the set $\mathcal{N}$, denoted by $\mathcal{T}\mathcal{K}(\mathcal{N})$ or by $\mathcal{T}\mathcal{K}(\gamma_1, \ldots, \gamma_n)$, is a rooted tree encoding the valuations of pairwise differences of the elements of $\mathcal{N}$. It is canonically determined by the ultrametric distance $d : \mathcal{N} \times \mathcal{N} \to (0, +\infty)$ defined by:

$$d(\gamma_i, \gamma_j) := \frac{1}{\nu(\gamma_i - \gamma_j)},$$

whenever $\gamma_i \neq \gamma_j$. For details, we refer the reader to [12, Section 9.4] and references therein. The contact tree is a version of the so-called Kuo-Lu tree, introduced in [11] (see [7, Section 1.6.6]).

Let us explain informally how to construct $\mathcal{T}\mathcal{K}(\mathcal{N})$ by gluing compact segments identified to $[0, \infty]$, one segment per series. Associate a copy $I_i$ of the interval $[0, \infty]$ to each series $\gamma_i \in \mathcal{N}$. The point of $I_i$ whose coordinate is $a \in [0, \infty]$ represents the formal monomial $x^a$. If $\gamma_i, \gamma_j \in \mathcal{N}$ are such that $\gamma_i \neq \gamma_j$, then glue the segments $[0, \nu(\gamma_j - \gamma_i)]$ of the intervals $I_i$ and $I_j$ by identifying the points having the same coordinate in $[0, \infty]$. This gluing process leads to a tree which is exactly the contact tree $\mathcal{T}\mathcal{K}(\mathcal{N})$. All the points of coordinate 0 of the intervals $I_i$ get identified to a point $O \in \mathcal{T}\mathcal{K}(\mathcal{N})$, which is chosen as the root. As $\nu(\gamma_j - \gamma_i) > 0$ whenever $i \neq j$, the root is of valency 1. The set $\mathcal{L}(\mathcal{T}\mathcal{K}(\mathcal{N}))$ of leaves of $\mathcal{T}\mathcal{K}(\mathcal{N})$ is in canonical bijection with the set $\mathcal{N}$. We will identify them using this bijection:

$$\mathcal{N} = \mathcal{L}(\mathcal{T}\mathcal{K}(\mathcal{N})).$$

**Example 4.6.** Consider the set $\mathcal{N}$ consisting of the following real Newton-Puiseux series: $\gamma_1 = -x$, $\gamma_2 = x$, $\gamma_3 = x + x^3$ and $\gamma_4 = x + 2x^3$. The corresponding intervals $I_i$ are drawn on the left of Figure 8 the marked points being those whose coordinates are exponents of monomials appearing in $\gamma_i$. The contact tree $\mathcal{T}\mathcal{K}(\mathcal{N})$ is drawn on the right. The monomial $x^e$ corresponding to a vertex is written between brackets as a decoration. The corresponding term $c_i x^e$ in each series $\gamma_i$ is written as a decoration of the edge going towards $\gamma_i$, seen as a leaf of $\mathcal{T}\mathcal{K}(\mathcal{N})$. Note that in this example all Newton-Puiseux series have integral exponents. One could restrict
to this situation throughout the paper by making a change of variable of the form \( x = x_N^N \), for a value \( N \in \mathbb{N}^* \) divisible by the denominators of all the exponents appearing in the complex Newton-Puiseux roots of \( f(x,y) \).

\[
\begin{array}{c}
\gamma_1 = -x \\
\gamma_2 = x \\
\gamma_3 = x + x^3 \\
\gamma_4 = x + 2x^3
\end{array}
\]

\textbf{Figure 8. Construction of a contact tree.}

Suppose now that the finite set \( \mathcal{N} \) consists only of real Newton-Puiseux series \( \xi_i \in \mathbb{R}\{x^\frac{1}{p}\} \). Then, it acquires a canonical total order, by restriction of the real total order \( <_R \) of Definition 2.1. Therefore, we also call it the \textbf{real total order} on \( \mathcal{N} \). It is planar relative to the rooted tree \( T_{\mathbb{R}}(\mathcal{N}) \):

**Proposition 4.7.** Let \( \mathcal{N} \) be a finite subset of \( \mathbb{R}\{x^\frac{1}{p}\} \). The real total order on \( \mathcal{N} = L(T_{\mathbb{R}}(\mathcal{N})) \) is planar relative to the tree \( T_{\mathbb{R}}(\mathcal{N}) \), in the sense of Definition 4.3.

**Proof.** Let \( \xi_i \) and \( \xi_j \) be two distinct elements of \( \mathcal{N} \). By definition of the real total order, \( \xi_i <_R \xi_j \) if and only if \( \chi(\xi_j - \xi_i) > 0 \) (see Subsection 2.1). Denote \( k := \nu(\xi_j - \xi_i) > 0 \). Then \( \xi_i = \xi + a_kx^k + \text{hot} \) and \( \xi_j = \xi + b_kx^k + \text{hot} \), where \( a_k \neq b_k \) and \( \chi \) is a Newton-Puiseux polynomial of degree \( < k \). Therefore \( \chi(\xi_j - \xi_i) = b_k - a_k \), which shows that \( \xi_i <_R \xi_j \) if and only if \( a_k < b_k \). This implies easily the condition for planarity described in Proposition 4.2 (for more details, see [16, Section 1.7.2]).

A different version of real contact tree of a finite set of real Newton-Puiseux series was introduced in [10, Section 6.3] by Koike and Parusinski.

4.5. The real and complex contact trees of right-reduced series

Let \( f \in \mathbb{R}\{x,y\} \) be a right-reduced series. We will distinguish the real Newton-Puiseux roots of \( f \) from the non-real ones. Therefore, relation (1) becomes:

\[
f(x,y) = u(x,y) \prod_{i=1}^{n} (y - \xi_i) \prod_{j=1}^{m} [(y - \eta_j)(y - \overline{\eta_j})],
\]

where:

- \( \xi_i \in \mathcal{R}_R(f) \), \( i = 1, \ldots, n \), are the real roots of \( f \), which are pairwise distinct by the hypothesis that \( f \) is right-reduced;
- \( \eta_j, \overline{\eta_j} \in \mathcal{R}_C(f) \setminus \mathcal{R}_R(f) \), \( j = 1, \ldots, m \), are the non-real roots of \( f \); they are not necessarily pairwise different.

Recall that \( u \) is a unit (i.e. \( u(0,0) \neq 0 \)) and since \( f \in \mathbb{R}\{x,y\} \) we have that \( u \in \mathbb{R}\{x,y\} \).

Denote by \( T_{\mathcal{C}}(f) \) the contact tree of the set of all the Newton-Puiseux roots (real or complex) of \( f \). Similarly, denote by \( T_{\mathbb{R}}(f) \) the contact tree of the set of real Newton-Puiseux roots of \( f \), namely \( T_{\mathbb{R}}(\xi_1, \ldots, \xi_n) \). Note that \( T_{\mathbb{R}}(f) \) is a sub-tree of \( T_{\mathcal{C}}(f) \) and that \( T_{\mathbb{R}}(f) \) is canonically planar, by choosing the real total order on its set of leaves (see Proposition 4.7). We say that this planar structure is the \textbf{real planar structure} of \( T_{\mathbb{R}}(f) \). We will define in Section 6 below a second planar structure on it, the \textbf{integrated planar structure}.
5. Area series and their valuations

Throughout this section, we assume that $f \in \mathbb{R}[x,y]$ is a right-reduced series and that its real Newton-Puiseux roots $\xi$ satisfy: $\xi_1 < R \xi_2 < \cdots < R \xi_n$. Let $F_0(y) \in \mathbb{R}[x,y]$ be a primitive of $f$. Its area series are the successive differences $F_0(\xi_{i+1}) - F_0(\xi_i)$. We compute their valuations and we prove that they may be described using a strictly increasing function on the real contact tree $T_R(f)$, the integrated exponent function. Then we deduce the valuations of the differences $F_0(\xi_j) - F_0(\xi_i)$ for $j - i \geq 2$, whenever a non-vanishing hypothesis is satisfied.

5.1. Area series

Consider a Morse rectangle $[0,r] \times I$ of $F_0(y)$ (see Definition 3.5). The numerical series $F_0(\xi_0(x_0))$ converges for every $x_0 \in [0,r]$ and its sum is a critical value of the function $F_0 : I \to \mathbb{R}$. For this reason, we say that $F_0(\xi_i)$ is a critical value series.

In order to compare two critical values $F_0(\xi_i(x_0))$ and $F_0(\xi_j(x_0))$ of $F_0$ when $x_0 \in (0,r]$, we will start by evaluating the initial terms of the differences

\[ S_i := F_0(\xi_{i+1}) - F_0(\xi_i) \in \mathbb{R}[x^\pm] \]

of consecutive critical value series. For all $i = 1, \ldots, n - 1$, we have:

\[ S_i = \int_{\xi_i}^{\xi_{i+1}} f(x,t) \, dt \]

by the definition of $F_0(y)$. Therefore, $S_i(x_0)$ is the signed area of the region contained between the interval $[\xi_i(x_0), \xi_{i+1}(x_0)]$ of the $y$-axis and the graph of $y \mapsto f(x_0,y)$ (see Figure 9). For this reason, we say that $S_i$ is the $i$-th area series of $f$. Notice that the signs of the areas alternate when $x_0 \in (0,r]$, since the hypothesis of right-reducedness of $f$ implies that $y \mapsto f(x_0,y)$ has only simple roots $\xi_i(x_0)$. Hence the critical points of $y \mapsto F_0(y)$ alternate between local minima and local maxima.

In order to compare two critical values $F_0(\xi_i(x_0))$ and $F_0(\xi_j(x_0))$ when $j - i \geq 2$, we need to determine the sign of the initial coefficient of the difference:

\[ F_0(\xi_j) - F_0(\xi_i) = S_i + S_{i+1} + \cdots + S_{j-1}. \]

Denote by $s_l x^{\sigma_l}$ the initial term of the area series $S_l$:

\[ S_l = s_l x^{\sigma_l} + \text{hot}. \]

5.2. The valuations of the area series

Let $P$ be a point of $T_R(f)$ or $T_C(f)$. Its exponent $E(P)$ is the exponent $k \in [0,\infty]$ of the monomial $x^k$ attached to $P$. In particular, if $P = \gamma_i \wedge \gamma_j$, then $E(P) = \nu(\gamma_j - \gamma_i)$. The following proposition generalizes [13, Proposition 3.1], which concerns the case when $f$ had only real Newton-Puiseux roots with integer exponents, and that the associated real contact tree was binary. It shows that the valuations of the area series $S_l$ may be computed combinatorially on the real contact tree $T_R(f)$, using the embedding $T_R(f) \subset T_C(f)$:

**Proposition 5.1.** Let $l \in \{1, \ldots, n - 1\}$ and $S_l = F_0(\xi_{l+1}) - F_0(\xi_l) = s_l x^{\sigma_l} + \text{hot}$. Denote $P := \xi_l \wedge \xi_{l+1}$. Then:

\[ \sigma_l = E(P) + \sum_{\gamma \in \mathcal{R}_c(f)} E(P \wedge \gamma). \]

**Proof.** By formula (3) we have:

\[ S_l = F_0(\xi_{l+1}) - F_0(\xi_l) = \int_{\xi_l}^{\xi_{l+1}} f(x,t) \, dt = \int_{\xi_l}^{\xi_{l+1}} u(x,t) \prod_{i=1}^{n} (t - \xi_i) \prod_{j=1}^{m} |t - \eta_j|^2 \, dt. \]

Let us make the change of variables $t = \xi_i + \tau (\xi_{i+1} - \xi_i)$, with $\tau \in [0,1]$. This yields:

\[ S_l = \int_{0}^{1} u(x, \xi_i + \tau (\xi_{i+1} - \xi_i)) \prod_{i=1}^{n} (\xi_i + \tau (\xi_{i+1} - \xi_i) - \xi_i) \prod_{j=1}^{m} |\xi_i + \tau (\xi_{i+1} - \xi_i) - \eta_j|^2 (\xi_{i+1} - \xi_i) \, d\tau. \]

In order to compute $\nu(S_l)$, let us first focus on a factor from (7) of the form $\xi_i + \tau (\xi_{i+1} - \xi_i) - \xi_i$:

- If $i < l$ or $i > l$, then $\xi_i + \tau (\xi_{i+1} - \xi_i) - \xi_i = \xi_i - \xi_i + \tau (\xi_{i+1} - \xi_i) = c_{i,l} x^{k_i} + \text{hot}$ where $c_{i,l} \neq 0$ and $k_i = \min\{E(\xi_i \wedge \xi_i), E(\xi_i \wedge \xi_{i+1})\} = E(\xi_i \wedge \xi_{i+1} \wedge \xi_i)$.  


Figure 9. The graphs of $y \mapsto f(x_0, y)$ (below) and its primitive $y \mapsto F_{x_0}(y)$ (above).

- If $i = l$, we simply have $\xi_{i} + \tau(\xi_{l+1} - \xi_{i}) - \xi_{i} = \tau(\xi_{l+1} - \xi_{i}) = c_i x^k + hot$ with $k_i = E(\xi_i \wedge \xi_{l+1})$. Notice that this is also the valuation of the term $\xi_{l+1} - \xi_{i}$ coming from the change of variables.

Let us focus on a factor of (7) of the form $|\xi_{i} + \tau(\xi_{l+1} - \xi_{i}) - \eta_{j}|^2$. Its valuation, computed in a similar way, is $2E(\xi_{i} \wedge \xi_{l+1} \wedge \eta_{j})$; it is also equal to $E(\xi_{i} \wedge \xi_{l+1} \wedge \eta_{j}) + E(\xi_{i} \wedge \xi_{l+1} \wedge \eta_{j})$.

Note that the initial coefficient of a factor of (7) is a polynomial function in the variable $\tau$ which is either $> 0$ or $< 0$ when $\tau \in (0, 1)$. This shows that the integral on $[0, 1]$ of the initial coefficient of the product is non-zero. Therefore, by an argument similar to that explained in Subsection 4.9, the valuation of $S_1$ is the sum of the valuations of the factors of (7) (as $u$ is a unit, its valuation is 0):

$$\sigma_l = \nu(S_l) = \sum_{i=1}^{n} E(P \wedge \xi_{i}) + \sum_{j=1}^{m} 2E(P \wedge \eta_{j}) + E(P) = E(P) + \sum_{\gamma \in \mathcal{R}_C(f)} E(P \wedge \gamma),$$

where $P := \xi_{i} \wedge \xi_{l+1}$. \hfill \Box

Proposition 5.1 motivates the following definition, which will play an important role in the statement of Theorem 7.1.

Definition 5.2. The **integrated exponent function** $\sigma : T_{\mathbb{R}}(f) \to [0, \infty]$ is defined by:

$$\sigma(P) := E(P) + \sum_{\gamma \in \mathcal{R}_C(f)} E(P \wedge \gamma)$$

for every $P \in T_{\mathbb{R}}(f)$.

Note that the integrated exponent function $\sigma$ does not only depend on the pair $(T_{\mathbb{R}}(f), E)$, but also on the embedding $T_{\mathbb{R}}(f) \subset T_{\mathbb{C}}(f)$ and on the multiplicities of the non-real Newton-Puiseux roots of $f$. This is
understandable, given that \( F_x(y) \) is determined by integration of \( f(x, y) \), whose expression depends both on its real and its non-real Newton-Puiseux roots.

The following basic property of the integrated exponent function will be an essential ingredient of the proof of Lemma 5.4.

**Lemma 5.3.** The integrated exponent function is strictly increasing on the poset \((T_R(f), \preceq_{T_R(f)})\). That is, if \( P, Q \in T_R(f) \), then:

\[
P \prec_{T_R(f)} Q \implies \sigma(P) < \sigma(Q).
\]

**Proof.** Assume that \( P \prec_{T_R(f)} Q \). This implies that \( E(P) < E(Q) \) and that \( P \land \gamma \preceq_{T_R(f)} Q \land \gamma \), therefore \( E(P \land \gamma) < E(Q \land \gamma) \) for all \( \gamma \in R_C(f) \). By adding all these inequalities, we get:

\[
E(P) + \sum_{\gamma \in R_C(f)} E(P \land \gamma) < E(Q) + \sum_{\gamma \in R_C(f)} E(Q \land \gamma).
\]

This means exactly that \( \sigma(P) < \sigma(Q) \).

\( \square \)

5.3. Signs of differences of critical values

Let \( P \) be an internal vertex of \( T_R(f) \) and let \((e_1, e_2, \ldots, e_p)\) be the strictly increasing sequence of outgoing edges of \( P \) (see Figure 10).

![Figure 10. Outgoing edges.](image)

Take \( \{e_k, e_{k+1}\} \in BI(E^+_R(f)(P)) \). By Proposition 4.5 there exists a unique basic interval \( \{\xi_i(k), \xi_i(k+1)\} \in BI(L(T_R(f))) = BI(R_R(f)) \), such that \( W(\{\xi_i(k), \xi_i(k+1)\}) = \{e_k, e_{k+1}\} \). In this way we can associate to the basic interval \( \{e_k, e_{k+1}\} \) the area function \( S_{i(k)} \) and also its initial coefficient \( s_{i(k)} = \chi(S_{i(k)}) \) (see Equation (6)).

Denote by \( \text{sgn} : \mathbb{R}^* \rightarrow \{-1, +1\} \) the sign function. The following lemma enables to determine the signs of the differences \( F_x(\xi_j(x_0)) - F_x(\xi_i(x_0)) \) appearing in Formula (5) via the knowledge of certain sums of initial coefficients \( s_k \) of the area series \( S_k \):

![Figure 11. Outgoing edges between two roots.](image)
Lemma 5.4. Assume that $f$ is right-reduced. Let $\xi_i \prec_R \xi_j$ be two real roots of $f$. Consider the vertex $P := \xi_i \wedge \xi_j$ of the real contact tree $T_R(f)$. Let $s_i(a), s_{i(a+1)}, \ldots, s_{i(b)}$ be the initial coefficients associated to the outgoing edges from $P$, in between the edges going to the leaves $\xi_i$ and $\xi_j$ (see Figure 11). If $s_i(a)+s_{i(a+1)}+\cdots+s_{i(b)} \neq 0$, then there exists $r > 0$ such that:

$$\text{sgn} \left(F_{x_0}(\xi_j(x_0)) - F_{x_0}(\xi_i(x_0))\right) = \text{sgn} \left(s_i(a) + s_{i(a+1)} + \cdots + s_{i(b)}\right)$$

for every $x_0 \in (0, r]$.

Proof. The statement is equivalent to the fact that the sign of the initial coefficient of $F_x(\xi_j) - F_x(\xi_i)$ is equal to $\text{sgn} \left(s_i(a) + s_{i(a+1)} + \cdots + s_{i(b)}\right)$. In order to prove this property, we use the fact that for every $k \in \{1, \ldots, n-1\}$, the valuation $\sigma_k$ of $S_k$ only depends on the vertex $P := \xi_k \wedge \xi_{k+1}$ (see Proposition 5.1) and that it is a strictly increasing function on the real contact tree (see Lemma 5.3). Therefore:

$$F_x(\xi_j) - F_x(\xi_i) = S_i + S_{i+1} + \cdots + S_{j-1}$$

$$\quad = \sum_{i \leq l < j} S_l + \sum_{i \leq l < j} S_l$$

$$\quad = \left(s_i(a) + s_{i(a+1)} + \cdots + s_{i(b)}\right)x^{\sigma(P)} + \text{ht}.$$

One concludes using the non-vanishing hypothesis $s_i(a) + s_{i(a+1)} + \cdots + s_{i(b)} \neq 0$. \hfill $\square$

6. The injectivity condition and the combinatorial types of morsifications

We start this section by defining the injectivity condition on real contact trees of right-reduced series, which is a crucial hypothesis for our main Theorems 6.3 and 7.1. Then we define a second planar structure on those contact trees under the hypothesis that the injectivity condition is satisfied: the integrated planar structure. Finally, we state and prove Theorem 6.3, which describes the combinatorial types of morsifications whenever the injectivity condition is satisfied.

6.1. The injectivity condition

We explained in Subsection 5.3 how our valuation-theoretical approach leads naturally to the injectivity condition. In the present subsection we formulate it in a way which explains its name. The equivalence of this formulation and that of Subsection 5.3 results from Lemma 5.4.

We keep the notations $\iota(k)$ introduced in Subsection 5.3. The injectivity condition on $f$ will involve all the sums of initial coefficients $s_i(k)$ taken on consecutive basic intervals of $E^+_R(f)(P)$: we impose that all these sums are non-zero. This may be also expressed as the condition that the following discrete integration map at $P$ is injective:

$$f_P : \{0, 1, \ldots, p-1\} \rightarrow \mathbb{R}^p$$

$$0 \quad \mapsto \quad 0$$

$$\quad \quad \vdots$$

$$k \quad \mapsto \quad s_i(1) + s_i(2) + \cdots + s_i(k)$$

$$\quad \quad \vdots$$

$$p-1 \quad \mapsto \quad s_i(1) + s_i(2) + \cdots + s_i(p-1)$$

Definition 6.1. The injectivity condition on the right-reduced series $f \in \mathbb{R}\{x, y\}$ is:

$$(\text{Inj}) \quad \text{For each internal vertex } P, \text{ the discrete integration map } f_P \text{ is injective}.$$

The injectivity condition is equivalent to:

For each internal vertex $P$, each partial sum $s_i(a) + s_{i(a+1)} + \cdots + s_{i(b)}$ of consecutive terms is non-zero.

Note that the injectivity condition is automatically satisfied when the rooted tree $T_R(f)$ is binary, that is, when all its internal vertices different from the root have valency 3 (as in [13]).
6.2. Integrated contact trees

Recall from Proposition 4.7 that the real total order $<_R$ on the set $\mathcal{R}_R(f)$ of leaves of $T_R(f)$ is planar relative to the abstract tree $T_R(f)$. We will define now a second total order $<_f$ on the set $\mathcal{R}_R(f)$, whenever $f$ satisfies the injectivity condition. By contrast with the real total order, the total order $<_f$ will not be defined directly on the set of leaves, but it will be associated to a planar structure in the sense of Definition 4.1.

Let $\xi_i, \xi_j$ (with $i < j$) be two real roots of $f$. Let $P := \xi_i \land \xi_j$ and $s_i(a), s_i(a+1), \ldots, s_i(b)$ denote the initial coefficients associated with the outgoing edges at $P$, in between the edges going to the leaves $\xi_i$ and $\xi_j$. Then one may define a binary relation $<_f, P$ on the set of outgoing edges at $P$ by:

$$\xi_i <_f, P \xi_j \iff s_i(a) + \cdots + s_i(b) > 0.$$  

In other words, if $e_a$ is the outgoing edge going from $P$ to $\xi_i$ and $e_{b+1}$ is the outgoing edge going from $P$ to $\xi_j$, then

$$\xi_i <_f, P \xi_j \iff f_P(e_a) < f_P(e_{b+1}).$$

The fact that this binary relation is a strict total order results from the injectivity condition. The set of these total orders, when $P$ varies among the internal vertices of $T_R(f)$, defines a planar structure. Therefore, there is an induced total order $<_f$ on the set $\mathcal{R}_R(f)$ of leaves of $T_R(f)$.

**Definition 6.2.** Assume that $f$ satisfies the injectivity condition (\ref{hyp:injectivity}). The collection of all total orders $<_f, P$, when $P$ be varies among the internal vertices of $T_R(f)$, is the integrated planar structure on $T_R(f)$. We say that the abstract rooted tree $T_R(f)$ endowed with this planar structure is the integrated contact tree $T_f(f)$ of $f$. The associated total order $<_f$ on the set $\mathcal{R}_R(f)$ of leaves of $T_R(f)$ is the integrated total order.

The attribute “integrated” in the previous definition is motivated by the fact that the integrated orders are defined by discrete integration.

6.3. The first main theorem

From Definition 6.2 we get a pair $(<_R, <_f)$ of total orders on the set $\mathcal{R}_R(f)$ of real roots of $f$, obtained by identifying it with the set of leaves of $T_R(f)$, seen as a planar tree in two ways. This allows us to formulate our first main theorem, describing the combinatorial types (in the sense of Definition 3.10) of the primitives of right-reduced series which satisfy the injectivity condition:

**Theorem 6.3.** Assume that the series $f \in \mathbb{R}[x, y]$ is right-reduced and satisfies the injectivity condition (\ref{hyp:injectivity}). Consider a primitive $F_x(y) \in \mathbb{R}[x, y]$ of $f$. Then $F_x(y)$ is a morsification and its combinatorial type is represented by the bi-ordered set $(\mathcal{R}_R(f), <_R, <_f)$.

**Proof.** By the injectivity condition, the series $F_x(\xi_i)$ are pairwise distinct when $\xi_i$ varies among the real Newton-Puiseux roots of $f$. Whence, by Proposition 3.8 $F_x(y)$ is a morsification.

Let $[0, r] \times I$ be a Morse rectangle for $F_x(y)$ (see Definition 3.5). We will prove that $(\mathcal{R}_R(f), <_R, <_f)$ and $(\text{Crit}(F_x), <_s, <_t)$ are isomorphic as bi-ordered sets, for every $x_0 \in (0, r)$. Consider the bijection from $\mathcal{R}_R(f)$ to $\text{Crit}(F_x)$, sending a real Newton-Puiseux root $\xi_i$ of $f$ to the element $(\xi_i(x_0), F_x(\xi_i(x_0)))$ of the critical graph of $F_x$. The orders $<_R$ and $<_s$ correspond by the previous bijection: recall that $(\xi_i(x_0), F_x(\xi_i(x_0))) <_s (\xi_j(x_0), F_x(\xi_j(x_0)))$ iff $\xi_i(x_0) < \xi_j(x_0)$, which is equivalent to $\xi_i <_R \xi_j$.

It remains to prove that the orders $<_t$ and $<_f$ also correspond by the bijection. Let $i < j$ such that $(\xi_i(x_0), F_x(\xi_i(x_0))) < (\xi_j(x_0), F_x(\xi_j(x_0)))$. This means that $F_x(\xi_i(x_0)) < F_x(\xi_j(x_0))$ whenever $x_0 \in (0, r)$. By Lemma 5.4 this is equivalent to the inequality $s_i + s_{i+1} + \cdots + s_b > 0$. By the definition of the integrated total order $<_f$, we get indeed the inequality $\xi_i <_f \xi_j$.

**Example 6.4.** We consider again the example $f(x, y) = 3(y^2 - x)$ of Subsection 1.6. The Newton-Puiseux roots of $f$ are $\xi_1 = -x^{1/2}$ and $\xi_2 = x^{1/2}$. The right semi-branches corresponding to $\xi_1$ and $\xi_2$, one below, one above the $x$-axis, are depicted on the left of Figure 12 (see also Figure 1). The contact tree $T_R(f) = T_R(\xi_1, \xi_2)$ is depicted in the center.
The chosen primitive is $F_3(y) = y^3 - 3xy$. Thus we obtain $S_1 = F_2(\xi_2) - F_2(\xi_1) = -4x^{3/2}$, hence $s_1 = -4$ and $\sigma(\xi_1 \land \xi_2) = 3/2$

Fix $x_0 > 0$ and denote by $p_1 = (\xi_1(x_0), F_{x_0}(\xi_1(x_0)))$ and $p_2 = (\xi_2(x_0), F_{x_0}(\xi_2(x_0)))$ the elements of the critical graph of $F_{x_0}$ (see the right of Figure 12). We have $p_1 <_{s_1} p_2$. As $S_1(x_0) < 0$, then $F_{x_0}(\xi_2(x_0)) < F_{x_0}(\xi_1(x_0))$, therefore $p_2 <_{s_1} p_1$. On the other hand $\xi_1 < \xi_2$ and since $s_1 < 0$, we have $\xi_2 <_{s_1} \xi_1$. Conclusion: the bi-orders on the critical graph and on the set of real roots of $f$ are isomorphic.

7. The contact tree of the apparent contour in the target

Assume again that the series $f \in \mathbb{R}\{x,y\}$ is right-reduced, satisfies the injectivity condition $[Ln]$, and that $F_2(y) \in \mathbb{R}\{x,y\}$ denotes a primitive of $f$. In this section, we identify the real contact tree of the apparent contour in the target of the morphism $(x,y) \rightarrow (x,F_2(y))$ with the integrated contact tree of $f$ from Definition 6.2 (see Theorem 7.1).

7.1. Real polar and discriminant curves

By Theorem 6.3, $F_3(y)$ is a morsification. Let $[0,r] \times I$ be a Morse rectangle for it. Denote as before by $\xi_1, \ldots, \xi_n$ the real Newton-Puiseux roots of $f$. We will consider in full generality three geometric objects which appeared already in Figure 1 of the introduction:

- The graph of the function $(x,y) \mapsto F_2(y)$, that is, the surface:
  \[
  \mathcal{G} := \{(x,y,F(x,y)) \mid (x,y) \in [0,r] \times I\} \subset \mathbb{R}^3.
  \]
  - The projection $\pi : \mathcal{G} \rightarrow \mathbb{R}^2_{x,z}$ given by $\pi(x,y,z) = (x,z)$. The critical image $\Delta \subset \mathbb{R}^2_{x,z}$ of $\pi$ is called the discriminant curve or the apparent contour in the target of $\pi$. The real Newton-Puiseux roots of $\Delta$ in the coordinate system $(x,z)$ are denoted by $\delta_1, \ldots, \delta_n \in \mathbb{R}\{x^z\}$.
  - The polar curve $\Gamma \subset \mathbb{R}^2_{x,y}$ of $\pi$ is the projection of the critical locus of $\pi$ to the horizontal real plane $\mathbb{R}^2_{x,y}$. Then $\Gamma$ is defined by $f(x,y) = 0$ and its real Newton-Puiseux roots are exactly $\xi_1, \ldots, \xi_n$.

By construction we have, for all $i = 1, \ldots, n$:
\[
\delta_i = F_2(\xi_i).
\]

In the real plane $\mathbb{R}^2_{x,y}$, the right semi-branches $\Gamma_{\xi_1}, \ldots, \Gamma_{\xi_n}$ are ordered by the real order $<_{\mathbb{R}}$. Our goal is to determine the order of their projections $\Gamma_{\delta_1}, \ldots, \Gamma_{\delta_n}$ in the plane $\mathbb{R}^2_{x,z}$. This order is encoded in the contact tree $T_\mathbb{R}(\delta_1, \ldots, \delta_n)$ of the real Newton-Puiseux roots of the apparent contour in the target $\Delta$. Theorem 7.1 below describes the isomorphism type of this planar tree.

7.2. The second main theorem

Our second main theorem shows that the planar tree $T_f(f)$ from Definition 6.2 is isomorphic to a real contact tree:

**Theorem 7.1.** Let $f \in \mathbb{R}\{x,y\}$ be a right-reduced series satisfying the injectivity condition $[Ln]$. The integrated contact tree $T_f(f)$ is isomorphic to the real contact tree $T_\mathbb{R}(\delta_1, \ldots, \delta_n)$ of the real roots $\delta_i = F_2(\xi_i)$ of the apparent contour in the target of the projection $\pi$.
Proof. Since $f$ is right-reduced, the Newton-Puiseux series $\xi_i$ are pairwise distinct. The injectivity condition implies that the Newton-Puiseux series $\delta_i$ are also pairwise distinct.

We will prove that there exists a unique homeomorphism from $T_f(f)$ to $T_R(\delta_1, \ldots, \delta_n)$ which respects the labels in $\{1, \ldots, n\}$ of their leaves and sends the integrated exponent function of $T_f(f)$ to the exponent function of $T_R(\delta_1, \ldots, \delta_n)$. Its uniqueness comes from the fact that the constraint of respecting the labels obliges to identify the segments $[O, \xi_i]$ and $[O, \delta_i]$ for every $i \in \{1, \ldots, n\}$, and that there is only one such identification which transforms the integrated exponent function on $O, \xi_i$ into the exponent function on $O, \delta_i$. It is therefore enough to prove the existence of such a homeomorphism.

As an abstract rooted tree, $T_f(f)$ coincides by construction with $T_R(f) = T_R(\xi_1, \ldots, \xi_n)$. We first prove that $T_R(\xi_1, \ldots, \xi_n)$ and $T_R(\delta_1, \ldots, \delta_n)$ are homeomorphic as abstract rooted trees, by a homeomorphism which respects the constraints above.

- For every $i \in \{1, \ldots, n\}$, there exists a unique homeomorphism from $[O, \xi_i] \mapsto T_R(\xi_1, \ldots, \xi_n)$ to $[O, \delta_i] \mapsto T_R(\delta_1, \ldots, \delta_n)$, which identifies the restrictions to those segments of the integrated exponent function on $T_R(\xi_i)$ and of the exponent function $E$ on $T_R(\delta_i)$. This is a consequence of Lemma 5.3 and of the fact that, by Definition 5.2, the restrictions $[O, \xi_i] \mapsto [0, \infty]$ of the function $\sigma$ are increasing homeomorphisms.

- Let us consider distinct series $\xi_i$ and $\xi_j$, which are represented by two leaves of the tree $T_R(\xi_1, \ldots, \xi_n)$. Denote $P := \xi_i \land \xi_j$. We have $E(P) = \nu(\xi_j - \xi_i)$. The series $\delta_i := F_x(\xi_i)$ and $\delta_j := F_x(\xi_j)$ are two leaves of the tree $T_R(\delta_1, \ldots, \delta_n)$. Let $P' := \delta_i \land \delta_j$. In the tree $T_R(\delta_1, \ldots, \delta_n)$, we have $E(P') = \nu(\delta_j - \delta_i) = \sigma(P)$ (see Proposition 5.1). Therefore, the previous homeomorphisms glue into a homeomorphism from $T_R(\xi_1, \ldots, \xi_n)$ to $T_R(\delta_1, \ldots, \delta_n)$.

To prove that this homeomorphism identifies the planar structures of $T_f(f)$ and $T_R(\delta_1, \ldots, \delta_n)$, we need to prove that the leaves are ordered in the same way:

$$\delta_i <_{T_R(\delta_1, \ldots, \delta_n)} \delta_j \iff \xi_i < f \xi_j.$$ 

Recall that, to decide if $\xi_i < f \xi_j$, we look at the “local order” at $P = \xi_i \land \xi_j$. Denote by $e_a$ the outgoing edge from $P$ to $\xi_i$ and by $e_{b+1}$ the outgoing edge from $P$ to $\xi_j$. Then $\xi_i < f \xi_j \iff e_a < f e_{b+1}$. Now:

1. $\delta_i <_{T_R(\delta_1, \ldots, \delta_n)} \delta_j \iff F_x(\xi_i) <_{T_R} F_x(\xi_j)$ (ordered by the real order as series in $x$)
2. $\iff s_{i_1} + s_{i_2} + \cdots + s_{i_b} > 0$ (by Lemma 5.4)
3. $\iff e_a < f e_{b+1}$ (by Definition 6.2 of the integral order)
4. $\iff \xi_i < f \xi_j$.

Example 7.2. Revisiting Example 6.4, we have $\delta_i = F_x(\xi_i) = F_x(-x^{1/2}) = 2x^{3/2}$. Similarly, $\delta_2 = -2x^{3/2}$. The real contact tree $T_R(\delta_1, \delta_2)$ is depicted in Figure 13. We have $\delta_2 <_{T_R(\delta_1, \delta_2)} \delta_1$. Recall from Example 6.4 that $\xi_2 < f \xi_1$. Hence, the planar trees $T_R(\delta_1, \delta_2)$ and $T_f(\xi_1, \xi_2)$ are isomorphic (we do not take into account the labels of the internal vertices).

**Figure 13.** The right semibranches $\Gamma_{\delta_1}$ and $\Gamma_{\delta_2}$ from Example 7.2 (on the left); the isomorphic planar trees $T_R(\delta_1, \delta_2)$ (in the center) and $T_f(\xi_1, \xi_2)$ (on the right).
8. An example with three cusps

Let us consider \( f \in \mathbb{R}(x, y) \) given by:
\[
f(x, y) = (y^2 - x^3)(y^2 - c^2x^3)(y^3 - x^3),
\]
where \( c > 1 \) is a parameter. Its Newton-Puiseux roots are (here \( \rho = e^{2i\pi/3} \)):
\[
\begin{align*}
\xi_1 &= -cx^{3/2} \\
\xi_2 &= -x^{3/2} \\
\xi_3 &= x^{3/2} \\
\xi_4 &= cx^{3/2} \\
\xi_5 &= x^{2/3}
\end{align*}
\]
\[
\begin{align*}
\eta &= \rho x^{2/3} \\
\bar{\eta} &= \rho^2 x^{2/3}
\end{align*}
\]

There are therefore 5 real right semi-branches \( \Gamma_{\xi_i} \) and 2 non-real roots, as represented in Figure 14.

![Figure 14](image14.png)

**Figure 14.** The 5 real right semi-branches \( \Gamma_{\xi_i} \) and the non-real branch corresponding to the non-real Newton-Puiseux roots \( \eta \) and \( \bar{\eta} \) of \( f \).

![Figure 15](image15.png)

**Figure 15.** The real contact tree \( T_R(f) \) of the series \( f \) is depicted with solid edges; the remaining edges of \( T_C(f) \) are dotted.

We will show that \( f \) satisfies the injectivity condition (\( \text{(I}_{\text{n}}) \)) and we will apply Theorem 6.3 to compute the combinatorial type of the associated morsifications \( F_{x_0}(y) \) (where \( x_0 > 0 \) is small enough). We will see that the result depends on the parameter \( c \). The real contact tree \( T_R(f) \) is depicted with solid edges in Figure 15. The remaining edges of the complex contact tree \( T_C(f) \) are dotted. We have the following real total order on \( R_R(f) \):
\[
\xi_1 <_R \xi_2 <_R \xi_4 <_R \xi_5 <_R \xi_3.
\]
We compute by termwise integration a primitive of $f$ in the sense of Equation 3:

$$F_\epsilon(y) = \frac{1}{4}c^2x^6y^4 - c^2x^2y - \frac{1}{6}(c^2 + 1)x^3y^6 + \frac{1}{3}(c^2 + 1)x^3y^3 + \frac{1}{8}y^8 - \frac{1}{5}x^2y^2.$$ 

This formula enables to compute the area series $S_i$ defined in Equation 4, giving the following expressions:

$$S_1 = \left(\frac{2}{15}c^5 - \frac{2}{3}c^3 + \frac{2}{3}c - \frac{2}{15}\right)x^{19/2} + \text{hot},$$
$$S_2 = \left(-\frac{4}{3}c^2 + \frac{4}{3}\right)x^{19/2} + \text{hot},$$
$$S_3 = \left(\frac{2}{15}c^5 - \frac{2}{3}c^3 + \frac{2}{3}c - \frac{2}{15}\right)x^{19/2} + \text{hot},$$
$$S_4 = -\frac{3}{30}x^{16/3} + \text{hot}.$$ 

Thus $\sigma_1 = \sigma_2 = \sigma_3 = 19/2$ and $\sigma_4 = 16/3$ (these exponents can also be retrieved via Proposition 3.1). We see that the initial coefficients $s_i$ are polynomials in the variable $c$. Now we may compute the series $\delta_i = F_\epsilon(\xi_i)$. We get:

$$\delta_1 = \left(\frac{1}{8}c^5 - \frac{1}{3}(c^2 + 1)c^3 + c^3\right)x^{19/2} + \text{hot},$$
$$\delta_2 = (c^2 - \frac{1}{2}c^2 + 1 + \frac{1}{2})x^{19/2} + \text{hot},$$
$$\delta_3 = (-c^2 + \frac{1}{3}c^2 + 1 - \frac{1}{8})x^{19/2} + \text{hot},$$
$$\delta_4 = -\frac{1}{3}c^5 + \frac{1}{3}(c^2 + 1)c^3 - c^3)x^{19/2} + \text{hot},$$
$$\delta_5 = -\frac{3}{30}x^{16/3} + \text{hot}.$$ 

By our numbering, we have for small $x_0 > 0$: $\xi_1(x_0) < \xi_2(x_0) < \cdots < \xi_5(x_0)$. What is the order of the critical values $F_\epsilon(\xi_i(x_0))$? Since $\sigma_4$ is strictly smaller than the other valuations, we have $F_\epsilon(\xi_5(x_0)) < F_\epsilon(\xi_4(x_0))$, for $i = 1, \ldots, 4$. Also, the relation $s_1(c) = s_3(c)$ imposes constraints on the order of the critical values. However, depending on $c > 1$, several outcomes are still possible (see Figure 16). Let us denote, for $c > 1$:

$$\lambda(c) := \frac{s_1(c)}{s_2(c)} = \frac{1}{2}(c - 1)^2(c^3 + 3c + 1).$$

- **Case 1**: $0 < \lambda(c) < \frac{1}{2}$ (take for instance $c = 2$). In this situation $s_1 + s_2 < 0$, $s_2 + s_3 < 0$ and $s_1 + s_2 + s_3 < 0$ so that for the critical values we obtain $F_{x_0}(\xi_5(x_0)) < F_{x_0}(\xi_4(x_0)) < F_{x_0}(\xi_3(x_0)) < F_{x_0}(\xi_2(x_0))$ (and $F_{x_0}(\xi_5(x_0))$ being lower than all). In other words: $\xi_5 < F_\epsilon(\xi_3(x_0)) < F_\epsilon(\xi_4(x_0)) < F_\epsilon(\xi_2(x_0))$. The corresponding snake, i.e. the permutation associated to the bi-ordered critical set, is represented on the left of Figure 16.

- **Case 2**: $\frac{1}{2} < \lambda(c) < 1$ (take for instance $c = \frac{5}{3}$). In this situation $s_1 + s_2 < 0$, $s_2 + s_3 < 0$ and $s_1 + s_2 + s_3 > 0$ so that for the critical values we obtain $F_{x_0}(\xi_3(x_0)) < F_{x_0}(\xi_4(x_0)) < F_{x_0}(\xi_2(x_0))$. The associated snake is $\pi_{F_{x_0}(y)} = \left(\frac{1}{10} 2 3 4 5 3 5 2 4 1\right)$. Note that in this case, the permutation is non-separable (for the definition of separability, see [13] page 13), whereas in [19] only separable permutations were realized.

- **Case 3**: $\lambda(c) > 1$ (take for instance $c = 3$). In this situation $s_1 + s_2 > 0$, $s_2 + s_3 > 0$ and $s_1 + s_2 + s_3 > 0$ so that for the critical values we obtain $F_{x_0}(\xi_3(x_0)) < F_{x_0}(\xi_4(x_0)) < F_{x_0}(\xi_5(x_0))$. 

![Figure 16](image-url)
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